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ABSTRACT

The reactivity of heterogeneous energetic materials (HEMs) intimately depends on the underlying microstructural effects. For reactive
materials, key factors include the microstructure distribution, morphology, size scale of heterogeneities, reactant mixing, and chemical
kinetics of the reactants. We report the development of a mesoscale model for simulating the evolutions of the hotspot field and associated
reaction processes when such materials are exposed to external excitations. The model explicitly accounts for microstructure, interdiffusion
between the reactant species, advection of the species mixture, and chemical kinetics of the reaction. An Arrhenius relation is used to
capture the rate of reactive heat release. The particular material analyzed is a composite of poly(vinylidene fluoride-co-trifluoroethylene)
and nanoaluminum [or P(VDF-TrFE)/nAl]. The excitation leading to the initial microstructural temperature increase that kicks off the exo-
thermic reactive processes is the dissipative heating arising from dielectric breakdown under the electric field developed through piezoelec-
tricity and flexoelectricity of P(VDF-TrFE). As such, the model resolves both the breakdown process and the diffusion, advection, and
exothermic reaction processes. The evolutions of the temperature and species distribution fields under the combined effects of breakdown
and chemistry are used to predict the effects of microstructure, diffusion, and kinetics on several key metrics characterizing the reactive
responses of the material. This mesoscale framework admits the quantification of uncertainties in these predicted macroscopic behavior
measures due to microstructure heterogeneity fluctuations through the use of multiple, random but statistically equivalent microstructure
instantiations. Although the particular hotspot inducing mechanism considered is dielectric breakdown here, the framework can be adapted
to analyze reaction initiation and propagation and establish microstructure–reaction behavior relations under other types of hotspot induc-
ing mechanisms, such as thermomechanical inelastic dissipation, frictional heating, and laser or microwave excitation.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0191423

I. INTRODUCTION

Energetic materials (EMs) undergo chemical reactions in
response to external stimulus and transition into combustion, explo-
sion, or detonation over time scales spanning between femtoseconds
and milliseconds.1–3 The reactions in different EMs occur through
different mechanisms. For instance, the reactions in polymer-bonded
explosives (PBX) entail the self-decomposition of the energetic crys-
tals.4 For reactive materials (RMs) such as thermites, intermetallic
compounds, and metal-polymer mixtures, the reactions require an
intimate mixing of the reactants; therefore, various transport pro-
cesses (e.g., diffusion and advection) are important,5–12 in addition to

the chemical kinetic nature of the exothermic species. This was dem-
onstrated by Lu et al.,9 who developed a mesoscale simulation frame-
work based on smoothed particle hydrodynamics (SPH) to quantify
the ignition and energy release behavior of reactive materials. The
heterogeneous nature of these materials dictates that microstructure
(morphology, size scale, phase distribution, interfaces, and voids)
plays an important role in their behavior.

To understand how reaction initiates and propagates in these
materials, experimental observations and computational analyses at
the microstructure level are necessary. Obviously, experiments at
such small size scales and short time frames are challenging13–15 and
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often yielded limited information on the underlying mechanisms
governing the reactivity of EMs. This is because many experimental
observations are based on macroscopic measurements in which the
effects of microstructure are averaged.16 Experiments also cannot
allow the behaviors of materials not yet available in the laboratory to
be examined.17 Computational simulations and analyses play an
important role. Analyses require models that explicitly resolve the
microstructure and track the relevant physical processes leading to
the initiation and propagation of reactions.18 For instance, Wei et al.
developed a Lagrangian computational framework based on a meso-
scale model for considering the combined thermomechanical and
chemical heat dissipations and predicting the probabilistic ignition
thresholds of heterogeneous energetic materials (HEMs).17,19 Rai
et al. also developed a framework for predicting the reaction behavior
of octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine (or HMX) based
on a mesoscale model in which the hotspot physics and thermo-
chemistry are calculated in detail on nanosecond timescale,
commensurate with the initiation of chemical reaction.20 These
models concern primarily chemical energy release through self-
decomposition. While these studies have contributed to the
understanding of reactivity of EMs, there is a lack of mesoscale
models that allow the initiation and propagation of reactions in
materials for which reactant mixing through transport mecha-
nisms such as diffusion and advection plays a key role.

In this paper, we develop a mesoscale model for analyzing the
evolution of the hotspot fields and associated reaction processes in
a reactive material system. The model explicitly accounts for micro-
structure, interdiffusion between the reactant species (individual
movement of the reactants into each other), advection of the
species mixture (bulk movement of the species mixture driven by
the induced pressure gradient), and the chemical kinetics of the
reaction. An Arrhenius relation is used to capture the rate of reac-
tive heat release. The evolutions of temperature and species distri-
butions under the combined effects of breakdown and chemistry
are used to quantify the reactivity of the HEM. This mesoscale
framework admits the quantification of uncertainties in the predicted
behavior measures due to microstructure heterogeneity fluctuations
through the use of multiple random but statistically equivalent
microstructure instantiations.

The particular material analyzed is a composite of poly(vinyli-
dene fluoride-co-trifluoroethylene) and nanoaluminum [or P
(VDF-TrFE)/nAl]. The excitation leading to initial microstructural
temperature rise that kicks off the exothermic reactive processes is
due to the dissipative heating arising from dielectric breakdown
under the localized electric field developed through piezoelectricity
and flexoelectricity of P(VDF-TrFE). As such, the simulation
resolves both the breakdown process and the interdiffusion, advec-
tion, and exothermic reaction processes. Due to uncertainties in the
knowledge of mesoscale material properties, several parametric
studies are performed to determine the expected range of reactive
behaviors under the same loading conditions. Specifically, the
values for the diffusion coefficient and the chemical kinetics of the
materials are parametrized within the ranges typically observed in
experiments.21–30 Although the particular hotspot inducing mecha-
nism considered here is dielectric breakdown, the framework can
be adapted to analyze the initiation and propagation of reaction
and to establish microstructure–reaction relations under other

heating mechanisms, such as inelastic dissipation from mechanical
deformation, frictional heating, and electromechanical and electro-
magnetic excitations (e.g., laser, microwave heating). Consideration
of the P(VDF-TrFE)/nAl system here is motivated by the growing
interest in developing EMs that offer novel means of triggering and
controlling the reaction. Despite concerted efforts to enhance the
reliability and the tunability of EMs,18,31–50 there remain challenges
in the developments of EMs, due to gaps in our understanding of
how various stimulus types (i.e., excitation) and microstructural
designs influence their overall reactive behaviors at the macroscale.

Throughout this paper, the analysis framework for quantifying
the reactivity of the HEMs is developed and discussed. The meso-
scale analysis for capturing the development of the electric field
(E-field) in the material under excitation that is responsible for the
eventual initiation and growth of thermal hotspots within the micro-
structure through heat-generating dielectric breakdown has been pre-
viously detailed.51,52 That analysis is only briefly outlined here and
this paper accepts as input the E-fields obtained for different excita-
tion conditions from the previous publications. The model resolves
the dielectric breakdown and associated heat release, the spatial
transport and temporal evolutions of the underlying reactant species
based on an explicit consideration of the interdiffusion, advection,
and chemical kinetics of the species. The resulting temperature and
species distributions are used to systematically characterize the reac-
tive behaviors of the material. Specific quantities of interest (QoI)
include the ignition threshold or the minimum load intensity
required for the initiation of self-sustaining, exothermic chemical
reaction. Uncertainties in such QoI due to inherent randomness in
the microstructure are also quantified.

As outlined in Fig. 1, the content of this paper is Step 2 of a
two-part series. Step 1 concerns the development of the E-fields
that kicks off the dielectric breakdown and reaction process, which
has been fully discussed in previous publications.52,53 The second
part of the framework (Step 2), which is the focus of this paper,
concerns the mesoscale model for computationally analyzing the

FIG. 1. Summary of the two-step sequential, mesoscale analyses framework
developed for the systematic quantification of the reaction initiation and propaga-
tion in P(VDF-TrFE)/nAl.
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dielectric breakdown and initiation and growth of exothermic reac-
tions in heterogeneous microstructures of reactive materials. The
paper is organized as follows. In Sec. II, we provide an overview of
the setup of the mesoscale computational framework developed. In
Sec. III, we first state general features of the E-fields resulting from
Step 152,53 that serve as the starting point of the analysis to come
(Sec. III A), followed by a look at the process of reaction evolution
in the heterogeneous microstructures (Sec. III B) and the determi-
nation of the reaction sensitivity of materials analyzed (Sec. III C).
Section IV discusses the prediction of reactivity along with uncer-
tainty quantification (UQ) through a probabilistic analysis. In Sec. V,
the effects on overall reaction sensitivity of different microstructure
attributes, such as particle size, particle volume fraction, particle dis-
persity, porosity, and void size, are analyzed. Finally, we summarize
primary points of the findings in Sec. VI.

II. FRAMEWORKOF ANALYSIS

The overall framework is designed to capture the entire pro-
cesses of excitation-induced field development, hotspot generation,
transport, initiation and growth of reaction, and transition of
species from condensed phase to gaseous phase. For the material
system of P(VDF-TrFE)/nAl, the excitation is mechanical impact
loading, where the energy imparted into the material leading to

hotspot development is in the form of E-field generated through
mesoscale piezoelectric and flexoelectric effects and the initial
hotspot field that kicks off the transport and reaction processes is
due to dielectric breakdown caused by high E-field. A two-step,
sequential analyses framework is developed. As illustrated in Fig. 1,
the first part of the analyses (Step 1), as detailed previously,51,52

focuses on the development of electric field within the material as a
function of time and applied loading. In Step 2, which is the focus
of this paper, the electrical fields from Step 1 are used as part of the
input and initial condition for the analysis of hotspot generation
through dielectric breakdown, transport, exothermic reaction initia-
tion and propagation, and transition of species from condensed
phase to gaseous phase. This two-step framework is necessary, as
the dominant physical processes and the time scales of the two
stages of events are vastly different (Fig. 1).

The mesoscale computational framework focuses on the
effects of microstructure, transport, and chemical kinetics on the
overall reaction process. Characterization of the reactive behavior
uses the evolutions of the temperature and species fields resulting
from the simultaneous account of dielectric breakdown and exo-
thermic reaction processes. In particular, the overall time to igni-
tion and ignition threshold (minimum input energy required for
ignition) is predicted, along with uncertainty quantification as illus-
trated in Fig. 2.

FIG. 2. Mesoscale framework for explicit analyses of reaction initiation and growth and prediction of macroscopic reaction behavior with uncertainty quantification (UQ).
(a) Generation of microstructure instantiations; (b) hotspot formation due to external excitation; (c) determination of the onset of ignition; (d) and (e) prediction of the
macroscopic behavior and behavior measures with UQ.
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Local breakdown occurs when the E-field intensity at a mate-
rial location exceeds the material’s breakdown strength and leads to
the dissipation of heat through the associated phase transition. This
initial rise in temperature facilitates the interdiffusion process and
results in the mixing of the reacting species. Once the local temper-
ature of the mixture exceeds a certain value (the ignition tempera-
ture, or Tign), chemical reaction is subsequently triggered among
the reactant species. For P(VDF-TrFE)/nAl, the two reactants are
aluminum and PVDF.54–61 The reaction also leads to significant
energy release in the form of dissipative heat, due to its exothermi-
city. The reaction rate correlates with the overall magnitude of the
temperature distribution,62 as it is dependent on the ratio of the
energy acquired by the material to the activation energy (ea). As a
result, the material experiences spiraling cycles of rapid temperature
rise, owing to the catalytic effects of heating on reaction rate and
vice versa. As long as the rate of heat dissipation via chemistry sur-
passes the rate of heat loss through thermal conduction, the mate-
rial sustains its reaction locally. This self-sustaining, exothermic
reaction progresses until one of the reactant species is fully
consumed.

A. Microstructure generation

The computational model explicitly resolves the heterogeneous
microstructure of the material. Microstructure generation captures
the overall statistical attributes of the material used in the experi-
ment.53 As shown in Fig. 3, the microstructure model is 8 × 3 μm2

in size and comprises nAl particles embedded within the
P(VDF-TrFE) polymer with a volume fraction of θAl ¼ 9%. The
particles are circular core–shell structures with a mean outer diam-
eter (DAl) of 80 nm

63 and a standard deviation of 4 nm. The inner
Al core has a mean radius of 36.7 nm, while the outer Al2O3 shell
(aluminum oxide) has a thickness of 3.3 nm, consistent with the
samples used in the experiments.

The finite element discretization uses isoparametric, first-
order, Lagrange, mostly triangular elements with an average
element size of ∼8 nm. For the set of microstructures shown in
Fig. 3(a), the number of elements in each microstructure is ∼575
000. To capture the microstructural effects responsible for the sto-
chastic variations in the reactive behavior, a statistically equivalent
microstructure sample set (SEMSS) consisting of ten random but
statistically similar specimens is generated for each material setting.
This approach of using multiple instantiations of random samples
has been employed in many publications concerning several mate-
rial systems, including ceramic composites,64–66 polymer-bonded
explosives,19,67,68 metals,69,70 and metal-polymer propellants.52,71,72

The number of microstructure instantiations in sample each set
ranged from 50, 20, 10 to 5. Together, these papers showed that the
results may differ depending on how the multiple instantiations
differ from each other statistically. In many cases, the outcome is
similar when 5, 10, or 20 instantiations are used. One key aspect is
how the microstructure morphology varies from sample to sample.
In this paper, all particles have the same shape (i.e., circular) and
the difference is only in the spatial distribution. Therefore, ten
instantiations capture most of the variations.

Using Intel Xeon Gold 6226 cluster (two sockets with one
core), the simulation of electromechanical response under impact
(Step 1) took ∼6 single-processor minutes, while the simulation of
dielectric breakdown and exothermic reaction (Step 2) took ∼65
single-processor hours. The computational setup for the two afore-
mentioned simulations will be outlined in detail later in the paper.

Furthermore, a total of 12 SEMSSs are generated (not all
shown here for brevity), each with ten random microstructure
instantiations. These SEMSSs concern ranges of mean particle size
(DAl ¼ 70–85 nm), particle volume fraction (θAl ¼ 7%–11%), par-
ticle dispersity index (ξAl ¼ 0:65–1:49), mean void size
(Dvd ¼ 100–200 nm), and void volume fraction (θvd ¼ 5%–10%).
Both DAl and Dvd vary based on a Gaussian distribution, similar to that

FIG. 3. (a) A statistically equivalent microstructure sample set (SEMSS) comprising ten randomly generated specimens; (b) probability density function of the Al particle
size (diameter) distribution.
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shown in Fig. 3(b). The particle dispersity index represents the ratio
ξAl ; �ΔAl/DAl, where �ΔAl is the median nearest particle–particle dis-
tance, and is illustrated in Fig. 4. In this paper, the set of microstructures
whose attributes are consistent with those tested in the accompanying
experiment53 is referred to as the baseline configuration (DAl ¼ 80 nm,
θAl ¼ 9%, ξAl ¼ 0:65, and no voids). The other SEMSSs are variations
based on the baseline case and are used to explore the effects of micro-
structure variations on the material behavior. Most of the analysis
results delineated herein are shown for the baseline case.

It is noted that the oxide layers (Al2O3) on the individual Al
particles are not explicitly modeled when it comes to the chemistry
modeling in Step 2 of the analyses, although they are explicitly con-
sidered in all other accompanying analyses in Step 1. One reason is
due to the lack of detailed reaction and diffusion models involving
Al, Al2O3, and the polymer. Instead, the parametric studies carried
out here by varying the kinetic properties (e.g., diffusion coeffi-
cients and reaction rate constant) can be considered a form of
implicit exploration of the effect in a phenomenological manner.
The parameters chosen are within the ranges typically reported
from experiments.22,28–30 A detailed treatment of the oxide layers
and reaction kinetics may be considered in the future.

B. Governing equations

For the materials and conditions of interest, the effect of
induction (i.e., magnetism) is negligible; the electrodynamic
response of the materials during dielectric breakdown is governed
by Faraday’s and Ampère’s laws in the form of

∇� E ¼ 0,
∇ � J ¼ �@ρq/@t,

�
(1)

where J is the total electric current density comprising both the
free and bound current terms.

The transport of the species is governed by the conservations
of mass, momentum, and species, i.e.,

@ρ

@t
þ ∇ � (ρ _u) ¼ 0,

ρ
@ _u
@t

þ ρ( _u � ∇) _u ¼ �∇pþ ∇ � τdev , and

ρ
@ω(n)

@t
þ ρ( _u � ∇)ω(n) þ ∇ � j(n) ¼ Λ(n),

8>>>>><
>>>>>:

(2)

where ρ, _u, and ω(n) denote the mass density, mass-averaged veloc-
ity, and mass fraction of the nth species, respectively; j(n) and Λ(n)

are the mass flux of the nth species relative to _u and the production
(or consumption) rate of the nth species, respectively; p and τdev
are the absolute pressure and the deviatoric part of the Cauchy
stress, respectively.

The transient thermal response is governed by the conserva-
tion of energy as

ρcp
@T
@t

¼ κ∇2T þ σjEj2 þ rΔH, (3)

where cp, T, κ, and σ denote the specific heat at constant pressure,
local temperature, isotropic thermal conductivity, and electrical
conductivity, respectively (see Table I). In the simulations,
temperature-dependency of the material properties is assumed
wherever appropriate, including the mass density, specific heat, and
thermal conductivity of the P(VDF-TrFE) binder, which are
obtained from Ref. 73 and of the nAl particles, which are obtained

FIG. 4. (a) Inset views of microstructures with a mean particle size of 80 nm and an dispersity index varying between 0.65 and 1.49; (b) probability density function of
nearest particle–particle distance and characterization using a lognormal distribution.
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from Ref. 74. The two heat-source terms on the right-hand side of
the equation represent the electrical dissipation caused by the
dielectric breakdown and the chemical dissipation caused by the
enthalpy of reaction, respectively. The enthalpy of reaction (ΔH)
leading to the ignition of P(VDF-TrFE)/nAl is 55MJ/kg.51

In the modeling of the dielectric breakdown, the constitutive
relation for the total current density is

Ji ¼ σEi þ @Di/@t, (4)

where the terms on the right-hand side of the equation represent the
conduction current density induced by the local electric field and the
displacement current density, respectively. Fourier’s law is used to
calculate the heat flux density ( _Q) via

_Q ¼ �κ∇T: (5)

In the species transport equations, the constitutive relation
based on Fick’s law for the mass flux of the nth species is

j(n) ¼ �ρf(n)(∇ω(n) þ ω(n)∇M/M)þ ρω(n)

Xψ
n¼1

f(n)
M(n)

M
∇χ(n), (6)

where f(n) denotes the isotropic diffusion coefficient (see Table II);
M(n) and M are the molar mass of the nth species and the mean
molar mass of the mixture, respectively; χ(n) is the mole fraction of
the nth species; ψ represents the total number of species present.

The rate of production (or consumption) of nth species is
given as

Λ(n) ¼ ζ(n)M(n)k
Y

n [ reac

ρω(n)

M(n)

� ��ζ (n)

, (7)

where ζ(n) is the stoichiometric coefficient of the nth species. Here,
k denotes the rate constant, whose formulation is based on the

temperature-dependent Arrhenius equation of the form

k(T) ¼ A exp
�ea
RgT

� �
, (8)

where A, ea, and Rg represent the frequency factor
(A = 7.524 × 1010 s−1), the activation energy (ea = 62.7 kJ/mol), and
the universal gas constant which is 8.314 J/(mol K), respectively.22

It is assumed that the constitutive relation for the deviatoric
part of the Cauchy stress [as shown in the Navier–Stokes equation
in Eq. (2)] follows that of a Newtonian fluid for which

τdev ¼ η ∇ _uþ (∇ _u)T � 2
3
(∇ � _u)I

� �
, (9)

where η is the dynamic viscosity. τdev is the difference between the
total Cauchy stress (τ) and the hydrostatic stress tensor of 1

3tr(τ)I.
To account for the latent heat of fusion associated with the

endothermic melting from solid to liquid, the phase transformation
of the materials is explicitly considered in the thermal analysis of
the simulation. This transition occurs at a melting temperature
(Tm) of 425 K for PVDF73 and 933 K for Al74,75 and is modeled
using the apparent specific heat in the form of

cp(f, T) ¼ fc p1 þ (1� f)c p2 þ L
@πm
@T

, (10)

which accounts for the energy absorption due to latent heat. Here,
c p1 and c p2 denote the specific heat capacities of the solid and
molten states at constant pressure, respectively; f and L are the
volume fractions of the solid phase and the latent heat, respectively;
πm is defined as πm ; 0:5� f.

Dielectric breakdown is explicitly modeled71 in the polymer
binder using a conditional function of the form

σ(x, t) ¼
σ0, if max

t[[tbd,t]
jE(x, t)j , Ebd

σbd, if max
t[[tbd,t]

jE(x, t)j � Ebd

8<
:

9=
;, (11)

where σ denotes the local electrical conductivity; σ0 is the initial
conductivity prior to breakdown (see Table I); tbd is the specified
time of breakdown initiation; σbd is the post-breakdown conductiv-
ity (σbd � σ0); and Ebd is the dielectric breakdown strength. This
piecewise function states that the electrical conductivity at a mate-
rial point changes irreversibly to a higher value (i.e., σbd) once the
local E-field exceeds the breakdown strength.

The set of chemical reactions leading to the initiation and
growth of the exothermic reaction for P(VDF-TrFE)/nAl54 are
summarized in Eq. (12). Here, the first reaction describes the
decomposition of PVDF [i.e., (C2H2F2)n], while the second and
third reactions, which occur simultaneously, pertain to the direct
pyrolysis of PVDF and the decomposition of the intermediate

TABLE I. Electrodynamic and thermal properties at room temperature.73–75

Material
σ0

(S/m)
σbd
(S/m)

ρ
(kg/m3)

cp
[J/(kg K)]

κ
[W/(m K)]

P(VDF-TrFE) 7 × 10−12 1 1938 1172 0.181
Aluminum 3.77 × 107 … 2702 930 165
Al2O3 10−12 … 3960 740 47.8

TABLE II. Transport properties at room temperature.

Material f (m2/s) η (Pa s)

Al 10−9 102

PVDF 10−9 102

Prod(g) 10−5 10−4
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species (i.e., CxHyFz), respectively,

Al2O3 þ�ðC2H2F2Þ�n ! ðCxHyFzÞþHFðgÞ þ:::

ð�C2H2F2Þ�n ! ðCxHyFzÞþHFðgÞ þC

ðCxHyFzÞ ! HFðgÞ þC:

8><
>: (12)

The chemical reactions listed above represent the kinetic processes
culminating in the production of gaseous hydrogen fluoride (HF).
Subsequently, these newly created HF molecules react with Al
atoms (i.e., fluorination) to form aluminum fluoride (AlF3), which
can be stated as

2Al þ 6HF(g) ! 2AlF3 þ 3H2(g): (13)

For the present analysis, the predominant mechanism respon-
sible for the initiation of exothermic reaction within the material is
identified and captured. Since the fluorination step represents the
most exothermic process in the set of reactions delineated in
Eqs. (12) and (13), the multi-stage reaction is simplified and com-
bined into a single-stage, forward kinetic reaction model in the
form of

Alþ PVDF ! prod(g): (14)

Recognizing that the mass density of a gaseous mixture varies
according to its appropriate equation of state (EOS) that is distinct
from that of its condensed phase (i.e., solid and liquid), the density
is modified into a piecewise smooth function to account for this
dual behavior through

ρ(x, t) ¼
Pψ
n¼1

ω(n)ρ(n)(T), T , Tm

p/RgT , T � Tm

8<
:

9=
;: (15)

In Eq. (15), the density of the condensed phase (prior to
melting) is a function of temperature only and is computed based
on the rule of mixture. The density of the gaseous phase (after
melting) is computed based on the ideal gas law and varies based
on both pressure and temperature. More realistic EOS can be used
if the information is made available in the future.

III. INITIATION AND PROPAGATION OF CRITICAL
HOTSPOTS IN MICROSTRUCTURE

A. Development of electric field under impact (Step 1)

The starting point of the current analysis is the state of the
material at which an E-field of sufficient magnitude is developed via
analysis in Step 1, as previously reported.52 One example is shown in
Fig. 5, where the interfacial regions along the Al particles are seen to
have a localized intensification of the E-field. Here, the induced elec-
trical response of the P(VDF-TrFE)/nAl is due to the combination
of piezoelectric and flexoelectric properties of the polymer binder.
The excitation is applied to the composite specimen in the form of
external impact loading whose intensity is characterized using the
initial input energy per unit volume (i.e., Uin ¼ mgh0/VΩ, where
mgh0 represents the kinetic energy delivered to the specimen at the

onset of impact with a drop height of h0; VΩ is the total volume of
the undeformed specimen).

Once the local E-field magnitude exceeds the local breakdown
strength (Ebd) of the P(VDF-TrFE) binder, dielectric breakdown
initiates. This occurs primarily in the interfacial regions between
the particles and the P(VDF-TrFE) binder where the E-field is the
highest, resulting in the sudden loss of the material’s ability to
withstand the high electrical load as well as the local transition into
a conductive phase. For the microstructures and the range of load
intensities considered, it is shown that the heat generated via resis-
tive current (also known as Joule heating) serves as the initial dissi-
pation responsible for kicking off the onset of chemistry and
ultimately the self-sustaining, exothermic reaction.

In Fig. 6, inset views of the local E-field magnitude are shown
around the Al particles and voids. For the loading conditions con-
sidered (t = 150 μs and Uin = 1.16 GJ/m3), Fig. 6 shows that the
microstructural heterogeneities, such as Al particles and voids, can
substantially enhance the overall local E-field intensities beyond the
breakdown strength of the polymer binder.

B. Electrodynamic–chemical–thermal analysis (Step 2)

To examine the total heat dissipated via dielectric breakdown
and exothermic reaction, a multiphysics simulation framework is
developed. Here, the electric potential distribution (or alternatively
the E-field) from the coupled mechanical-electrostatic analysis
(Step 1) is used as part of the initial conditions for the electrody-
namic–chemical–thermal analysis (Step 2). The evolutions of the
temperature field, the species, and pressure within the material
undergoing dielectric breakdown and exothermic reaction are
tracked.

Dielectric breakdown is modeled in the P(VDF-TrFE) binder
alone, as the Al core of the particles is electrically conductive and
the aluminum oxide (Al2O3) shell has a substantially high break-
down strength, precluding the initiation of breakdown in the Al2O3

under the conditions analyzed. The energy dissipated during the

FIG. 5. Evolution of E-field distribution for one of the microstructures shown in
Fig. 3(a). The load intensity is Uin = 1.16 GJ/m
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breakdown process leads to local temperature rise via resistive
heating. The heat release via the dielectric breakdown facilitates the
interdiffusion and advection processes of the underlying chemical
species (i.e., Al, PVDF, and product), leading to even higher tem-
perature rise due to the exothermic reaction between the reactants.
The electrical and chemical dissipations continue to progress until
their respective prerequisites for heating (e.g., E-field intensity and
the remaining concentrations of the reactant species) are fully
consumed.

C. Simulation results

The evolutions of the E-field, Al mass fraction, and tempera-
ture distributions are shown in Fig. 7 for the baseline microstruc-
ture undergoing dielectric breakdown and exothermic reaction.
Here, the breakdown initiates at 151 μs after the application of
mechanical excitation (at a load intensity of Uin = 1.16 GJ/m3). The
initial E-field magnitude is at its peak level at the onset of break-
down and is directly obtained from the previous mechanical–
electrostatic analysis (Step 1). After breakdown begins, the local
E-field intensity attenuates rapidly at first and slows as the intensity
reduces.

As illustrated in Fig. 8, the overall Al and PVDF mass frac-
tions in the microstructure also decrease over time (∼102 ns). This
evolution in chemical species concentration is due to interdiffusion
(i.e., local transport of the Al and PVDF species, leading to
the consumption of the reactant species and the production of the
gaseous product species) and advection (i.e., bulk transport of the
species mixture as a result of the induced pressure gradient within
the microstructure). Owing to the highly localized E-field intensity
as well as the presence of both reactant species necessary for chemical
reaction, the temperature initially increases near the particle–binder

interfaces. The elevated temperature subsequently permeates through-
out the rest of the microstructure, due to thermal conduction and
convection.

In Fig. 9, the time histories of the species mass fractions and
temperature are shown for the baseline microstructure and loading
conditions discussed in Figs. 7 and 8. Here, the average value for
the microstructure is calculated and plotted. For the reactant
species (i.e., Al and PVDF), the mass fractions are normalized by
their respective initial value at t ¼ tbd. It can be seen that the
species concentrations and temperature all tend toward a steady-
state value eventually. The average mass fractions of both Al and
PVDF decrease monotonically, while that of the product species
and the average temperature increase. Over time, the average Al
mass fraction (denoted as [Al]) approaches zero, while [PVDF]
and [prod] converge to a non-zero, finite value. For the range of Al
volume fraction considered in this study, the Al species is the limit-
ing factor determining the extent of heating, due to the Al fraction
being under its balanced stoichiometric level. The average tempera-
ture within the microstructure also tends to a steady-state value, as
the overall heating due to electrical and chemical dissipations is
finite. To extrapolate and estimate this average steady-state temper-
ature (TSS) over the long time duration which is not reached by the
simulations, the data points obtained for the simulation window
are fitted to the empirical equation

T̂(t) ¼ T0 þ (TSS � T0)
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� exp(�t/tref )

p
, (16)

where T0 and tref are the initial temperature (e.g., 293 K) and the
reference time (80 ns is used), respectively. The equation allows the
steady-state temperature TSS (i.e., the limit of T̂ as t ! 1) to be
estimated without the need to run the simulations for a prolonged

FIG. 6. (a) Inset views of local E-field around particles (black) and voids (gray). (a) DAl = 70 nm, θAl = 9%, no voids; (b) DAl = 85 nm, θAl = 9%, no voids; (c) DAl = 80 nm,
θAl = 7%, no voids; (d) DAl = 80 nm, θAl = 11%, no voids; (e) DAl = 80 nm, θAl = 9%, Dvd = 100 nm, θvd = 5%; (f ) DAl = 80 nm, θAl = 9%, Dvd = 200 nm, θvd = 5%;
(g) DAl = 80 nm, θAl = 9%, Dvd = 150 nm, θvd = 5%; (h) DAl = 80 nm, θAl = 9%, Dvd = 150 nm, θvd = 10%; (i) DAl = 80 nm, θAl = 9%, ξAl = 0.65, no voids; ( j) DAl = 80 nm,
θAl = 9%, ξAl = 1.49, no voids. All cases are shown in the deformed configuration and for t = 150 μs with Uin = 1.16 GJ/m
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duration of time. In the analyses to follow, TSS is used as a measure
to compare the response of different material and loading cases.

To assess the effects of transport and kinetic parameters on
the reactive behavior, the average temperature in the baseline
microstructure is analyzed in Fig. 10 through a parametric study.
It is found that increasing the diffusion coefficient (f ) yields
higher temperatures. For example, under Uin = 1.16 GJ/m3 with
tbd = 151 μs, the average steady-state temperature (TSS) increases
from 932 to 947 K when the diffusion coefficients changes from
40% to 160% of the value referenced in Table II. Similarly, increas-
ing the frequency factor (A) in the Arrhenius reaction rate also
results in higher microstructural temperature, with TSS equal to 925
and 952 K for frequency factor values that are 40% and 160%,
respectively, of the reference frequency factor (Aref = 7.524 × 1010 s−1)
under the same loading conditions.

The reason for the higher temperatures is due to the fact that
transport and kinetic properties both play an important role in
influencing the rate of chemical reaction (and hence, the heat dissi-
pation). Specifically, faster diffusion or faster reaction kinetics leads
to a higher extent of reaction. For instance, at the steady-state limit,
the remaining Al fraction (as a percentage of its initial amount) in
the baseline microstructure having a diffusion coefficient that is
increased by 60% relative to fref is only ∼7%, while that having a
diffusion coefficient that is decreased by 60% relative to fref is
∼25%. Similarly, the remaining Al fraction in the microstructure
with a frequency factor 60% higher relative to Aref is only ∼8%,

while that with a frequency factor 60% lower relative to Aref is
∼15%. Such parametric studies offer insight into how the influence
of individual material properties and uncertainties in their values
may be analyzed explicitly.

IV. QUANTIFICATION OF REACTIVITY

Consistent with the conventional definition employed by the
scientific community, ignition is defined as the state at which the
material can maintain a self-sustaining, exothermic chemical reac-
tion. The critical condition necessary for ignition is satisfied when
the rate of total heat generation (e.g., mechanical, electrical, chemi-
cal, and thermal) in the material is invariably greater than that of
heat dissipation (e.g., thermal conduction). For P(VDF-TrFE)/nAl,
DeLisio deduced from experiment54,75 that this condition is practi-
cally met when the average temperature of the specimen is higher
than its ignition temperature (Tign = 933 K). This temperature
dependency is a consequence of the fact that the exothermic reac-
tion is catalyzed by temperature increase in the material [see
Eq. (8)]. The unstable, spiraling cycle of heat generated by chemis-
try eventually comes to a halt when one of the reactant species has
been fully exhausted by the reaction.

Using this temperature-based criterion (i.e., TSS . Tign), the
ignition time (tign, or the time it takes for reaction initiation after
onset of loading) at a given load intensity (Uin) is analyzed and
used as a relative means to compare the reactive response and

FIG. 7. Evolutions of E-field intensity (left), Al mass fraction (middle), and temperature (right) for the baseline microstructure subjected to Uin = 1.16 GJ/m
3 with breakdown

initiation at tbd = 151 μs.
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sensitivity to ignition for different materials.76–78 Here, tign is
defined as the time it takes for the average temperature to reach
Tign. As illustrated in Fig. 11, tign for the microstructure set in
Fig. 3 with DA1 = 80 nm, θA1 = 9%, and no voids (this configuration
is referred to as the baseline microstructure) ranges between 145.9
and 155.5 μs under Uin = 1.16 GJ/m3, due to microstructure hetero-
geneity fluctuations. The post-ignition behavior (e.g., deflagration)
of the specimen, which typically involves much higher tempera-
tures (close to the adiabatic flame temperature of ∼1500 K61) is not
modeled, as the focus is on predicting the conditions required for
the initiation of self-sustaining reaction and the time different
materials take to that state.

In Fig. 12, the time to reaction initiation (or ignition time,
tign) is plotted for different load intensities (Uin) for the baseline
configuration described above. As the Uin is increased, tign
decreases. Obviously, the critical temperature (Tign) required for
the initiation of self-sustained exothermic reaction is attained more
rapidly under a higher load intensity. A comparison between the
experimental results and the simulation results confirms that tign is
generally in good agreement in terms of the overall magnitude and

FIG. 8. Evolutions of E-field, chemical species, and temperature (inset view of the Al particles shown) throughout dielectric breakdown and exothermic reaction. The
microstructure and loading conditions are same as those described in Fig. 7.

FIG. 9. Time histories of the average Al (red), PVDF (blue), product (purple)
mass fractions, and temperature (black). Evolutions of the reactant species are
normalized by their respective initial concentrations. The microstructure is the
baseline microstructure, and the loading conditions are same as in Fig. 7.
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trends. Both the calculated and experimentally measured trend can
be well described by a phenomenological equation of the form

tign ¼ (α þ βUin)
�0:5, (17)

where α and β are fitting coefficients. The ignition threshold (Ucr),
or the minimum load intensity required for the initiation of self-
sustaining, exothermic chemical reaction, can be also calculated by
taking the limit of tign ! 1, leading to Ucr ¼ �α/β. For instance,
the ignition threshold of the baseline microstructure set is
Ucr = 0.61 GJ/m

3. This threshold is a material attribute and will be
used in the analyses to come to compare the behaviors of different
material cases later in this paper. Recognizing that the critical electro-
static energy density (at the onset of breakdown initiation) required
for ignition is ∼0.002 GJ/m3 for the baseline microstructure (compared
to Ucr = 0.61 GJ/m

3), this implies that only a small fraction (∼0.3%) of
the input energy (Uin) is converted into heat generation via resistive
heating. The vast remainder of the critical energy required for ignition
is initially stored in the Al particles and is gradually dissipated into the
material as chemical reaction progresses.

A. Probabilistic analysis

It is useful to quantify the uncertainties in the reactivity of the
HEMs, as random heterogeneity variations inherent in microstruc-
tures cause the material behavior to be stochastic. The dataset of
the ignition times (tign) for each SEMSS over a range of load inten-
sity is described using the Weibull distribution in Eq. (18) with
parameters w1 and w2. The ignition probability (Pign), or the likeli-
hood of whether the critical condition for the initiation of self-
sustaining, exothermic reaction is satisfied, is calculated as a func-
tion of time (since onset of loading) for each microstructural con-
figuration and load intensity (Uin),

Pign(t) ¼ 1� exp[�(t/w1)
w2 ]: (18)

FIG. 10. Average temperature in the baseline microstructure (Uin = 1.16 GJ/m
3,

tbd = 151 μs) at different levels of diffusion coefficient (red) and frequency factor
(blue). The parameters are normalized by their reference values (transport
parameters listed in Table II).

FIG. 11. (a) Temperature evolution for the baseline microstructure and loading conditions discussed in Fig. 7; (b) time history of the average TSS for the multiple random
microstructure samples in the SEMSS for statistical analysis.
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The effect of Uin on tign is shown in Fig. 13 for the baseline
microstructure set. As Uin is increased from 0.87 to 1.73 GJ/m3, tign
(with Pign = 50%) decreases from 194.6 to 116.4 μs. Pign is calcu-
lated and shown in Fig. 14 for the baseline microstructure set.
Here, the lower-left region below the curve (shaded in blue) repre-
sents the range of scenarios under which Pign < 50%. In contrast,
the upper-right region (shaded in red) represents the case under
which the Pign > 50%. It can be seen that the resulting variation in
the ignition probability is small, as the coefficient of variation (i.e.,

ratio of standard deviation to mean) of tign is only ∼2.4% for the
baseline microstructure set.

V. MICROSTRUCTURAL EFFECTS ON REACTIVITY

The mesoscale framework developed allows the reactive behav-
ior of various microstructures to be analyzed systematically. As
shown in Fig. 6, the microstructure attributes varied are particle
size DAl (between 70 and 85 nm), particle volume fraction θAl

FIG. 12. Time to reaction initiation (tign) as a function of load intensity (Uin) obtained from simulations (circles) and measured in experiments (triangles). The results are for
the baseline microstructure set shown in Fig. 3. The limit of tign approaching infinity allows Ucr to be established.

FIG. 13. Ignition probability in terms of time under different load intensities for
the baseline microstructure set shown in Fig. 3.

FIG. 14. Colormap showing Pign as a function of Uin and time for the baseline
microstructure set. The black triangles denote experimental measurements.53
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(between 7% and 11%), void size Dvd (between 100 and 200 nm),
porosity θvd (between 0% and 10%), and particle dispersity ξAl
(between 0.65 and 1.49). Each microstructure setting involves ten
random instantiations to allow statistical variations in behavior to
be quantified.

First, the effect of particle size (DAl) on the rate of hotspot for-
mation, which is responsible for the initiation of exothermic reac-
tion, is illustrated in Figs. 15 and 16. The two microstructure sets
shown have a particle volume fraction of θA1 = 9% and are non-
porous (θvd = 0%). Compared to tign = 150.4 μs for the baseline
microstructure (DA1 = 80 nm), tign for the smaller particle size case
(DA1 = 70 nm) is 139.6 μs, representing an ∼7% difference. The
quicker reaction initiation observed in the smaller particle size case
can be attributed to several effects,79–81 including (i) stronger local
fields near the particles which lead to higher hotspot temperatures
upon breakdown [see Figs. 6(a) and 6(b)]; and more importantly,
(ii) enhanced mixing of the reactant species through interdiffusion
across the smaller particles. These factors facilitate a faster and
more complete reaction. To put this in perspective, the ratio of Al
species remaining in the microstructure at t = 133 μs to the initial
Al mass fraction is 0.125 for the smaller particle case
(DA1 = 70 nm), while that for the larger particle case (DA1 = 80 nm)
is 0.217 under the same loading conditions.

Similarly, the effect of particle volume fraction (θAl) is shown
in Figs. 17 and 18. For both microstructure sets shown, the mean
particle size is DA1 = 80 nm and there are no voids. The time to
reaction initiation (tign) for θA1 = 7% case is 173.3 μs, while that for
the baseline microstructure set (θA1 = 9%) is 150.4 μs. The slower
reaction initiation (by ∼15%) in the lower θAl case

82 is primarily
due to (i) the lower amount of energy available in the Al particles
(by ∼22%) and (ii) decreased reactant mixing due to longer mean
interparticle distances.

The effect of porosity (θvd), or void volume fraction, is ana-
lyzed in Figs. 19 and 20. Both cases have DA1 = 80 nm and
θA1 = 9%. Relative to that for the baseline case, the ignition time for
the porous case (with θvd = 5% and DVd = 150 nm) is 134.5 μs, rep-
resenting a reaction initiation that is ∼11% quicker. While voids
themselves do not give rise to hotspots directly, voids can enhance
the neighboring local fields,83 which lead to more intense hotspots
(see Fig. 19), and reduce the amount of material that need to be
heated, thereby accelerating the overall heating of the microstruc-
ture and consequently, the onset of chemical reaction.

Lastly, the effect of particle dispersity (ξAl) on hotspot devel-
opment is analyzed and shown in Figs. 21 and 22. In both cases,
DA1 = 80 nm and θA1 = 9%. For the case with well-dispersed Al par-
ticles (ξAl ¼ 1:49), tign is 145.1 μs, which is ∼4% slower relative to

FIG. 15. Evolutions of temperature in microstructures with particle size DAl = 80 nm (left) and 70 nm (right). Both are non-porous with θAl = 9%. The load intensity is
Uin = 1.16 GJ/m
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FIG. 16. Pign as a function of time for DAl = (a) 80 nm and (b) 70 nm with θAl = 9%, θvd = 0% (non-porous), Uin = 1.16 GJ/m
3. The shaded region (gray) indicates the

standard deviation.

FIG. 17. Evolutions of temperature in microstructures with particle volume fraction θAl = 9% (left) and 7% (right). Both are non-porous with DAl = 80 nm. The load intensity
is Uin = 1.16 GJ/m
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FIG. 18. Pign as a function of time for θAl of (a) 9% and (b) 7% with DAl = 80 nm, θvd = 0% (non-porous), Uin = 1.16 GJ/m
3. The shaded region (gray) indicates the standard

deviation.

FIG. 19. Evolutions of temperature in microstructures with porosity θvd = 0% (left) and 5% (right). Both have DAl = 80 nm and θAl = 9%. The porous case has void size
Dvd = 150 nm. The load intensity is Uin = 1.16 GJ/m
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FIG. 20. Pign as a function of time for θvd = (a) 0% and (b) 5% with DAl = 80 nm, θAl = 9%, and Dvd = 150 nm, Uin = 1.16 GJ/m
3. The shaded region (gray) indicates the

standard deviation.

FIG. 21. Evolutions of temperature in microstructures with particle dispersity ξAl = 0.65 (left) and ξAl = 1.49 (right). Both are non-porous with DAl = 80 nm and θAl = 9%. The
load intensity is Uin = 1.16 GJ/m
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FIG. 22. Pign as a function of time for ξAl (a) 0.65 and (b) 1.49 with DAl = 80 nm, θAl = 9%, θvd = 0%, Uin = 1.16 GJ/m
3. The shaded region (gray) indicates the standard

deviation.

FIG. 23. Ignition time as a function of Uin and different levels of (a) DAl, (b) θAl, (c) Dvd, (d) θvd, and (e) ξAl.
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the baseline case shown in Fig. 3 (ξAl ¼ 0:65). This increased reac-
tion rate caused by particle dispersity is due to the smaller interpar-
ticle distances which facilitate reactant mixing and thermal
transport.

The influences of the above factors on the times to reaction
initiation (tign) are summarized in Fig. 23 for a range of load inten-
sities (Uin). Clearly, larger particle and void sizes lead to slower
reaction development. In contrast, higher volume fractions of Al
particles and voids result in faster reaction initiation. Particle dis-
persity can also influence the reaction process as shown.

The ignition threshold (Ucr), or the critical load intensity
required for self-sustaining, exothermic chemical reaction, is taken
as a measure of reaction sensitivity and analyzed in Fig. 24. Large

particle and void sizes lead to higher ignition thresholds or lower
sensitivity (e.g., Ucr = 0.63 and 0.55 GJ/m3 for DA1 = 85 and 70 nm,
respectively) for reasons already stated. On the other hand, micro-
structures with higher volume fractions of particles or voids have
lower ignition thresholds and higher sensitivity (e.g., Ucr = 0.55 and
0.72 GJ/m3 for θA1 = 11% and 7%, respectively). The Weibull
parameters and the ignition threshold for each of the twelve micro-
structure sets are summarized in Table III. While ignition threshold
is a useful measure of reaction sensitivity in general, the time to
reaction initiation (tign) is useful when comparing the macroscopic
reactivity of materials with different microstructures under the
same loading conditions.

VI. CONCLUSIONS

A mesoscale framework for simulating the initiation and
development of reaction in heterogeneous energetic materials is
developed. As illustrated in Figs. 1 and 2, this framework explicitly
captures the microstructure, interdiffusion between the reactants,
advection of the species mixture, and chemical kinetics of the reac-
tion used to predict the reactive behavior of materials at the macro-
scale. An Arrhenius relation is used to capture the rate of reactive
heat release. The quantification of uncertainties in predicted mate-
rial behavior due to stochastic fluctuations in microstructural het-
erogeneities is an intrinsic part of the framework, because multiple
statistically equivalent microstructure instantiations are considered
in a manner similar to the use of multiple samples in experiments.
In the calculations carried out, the focus has been on the evolution
process of reaction in a composite of poly(vinylidene fluoride-co-
trifluoroethylene) and nanoaluminum [or P(VDF-TrFE)/nAl].
Microstructural effects including particle size, void size, particle
volume fraction, porosity, and particle dispersity are analyzed

FIG. 24. Summary of ignition thresholds for the different microstructure sets analyzed with varying levels of (a) particle size, particle volume fraction, and particle disper-
sity; (b) void size and porosity.

TABLE III. Summary of Weibull parameters and ignition thresholds.

DAl

(nm)
θAl
(%)

ξAl Dvd

(nm)
θvd
(%)

w1

(μs)
w2

(μs)
Ucr

(GJ/m3)

80 9 0.65 … 0 150.9 127.1 0.61
70 9 … … 0 139.9 188.4 0.55
75 9 … … 0 144.9 13.8 0.58
85 9 … … 0 156.3 178.8 0.63
80 7 … … 0 173.8 136.3 0.72
80 11 … … 0 139.0 153.2 0.55
80 9 … 100 5 125.7 259.0 0.48
80 9 … 150 5 134.7 178.8 0.52
80 9 … 200 5 141.2 168.9 0.56
80 9 … 150 10 128.0 337.4 0.49
80 9 1.10 … 0 146.6 397.6 0.59
80 9 1.49 … 0 145.3 344.1 0.58
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systematically. The mesoscale simulations allowed the macroscopic
ignition responses of the materials to be predicted as a function of
microstructural attributes. In particular, the ignition threshold (i.e.,
minimum load intensity required to cause ignition) and the time to
ignition under a given load intensity are quantified. It is found that
microstructural variations can be used to alter the reactive
responses of the material system. The trends obtained from the
computational analyses are in qualitative agreement with reported
trends in the literature. Calculations are also carried out to explore
the effects of physical parameters at the mesoscale. Specifically, it is
found that interdiffusion and the chemical kinetics play important
roles in the reaction rate.

For the particular material system analyzed, the mechanism
responsible for the initial microstructural heating and subsequently
the onset of exothermic reactive processes is the dielectric break-
down initiated by the development of electric field via piezoelectric-
ity and flexoelectricity. As such, the model resolves the breakdown
process as well as the diffusion, advection, and exothermic reaction
processes simultaneously. Although the particular hotspot-inducing
mechanism considered is dielectric breakdown here, the framework
is applicable for analyzing the reaction initiation and propagation
and to establish microstructure-–reaction relations under different
types of stimuli, such as thermomechanical inelastic dissipation,
frictional heating, and laser or microwave heating.
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