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1 Introduction response of ceramics under multi-axial loadifgf. Zavattieri
al.[31]), simulation of ductile fracturécf. Scheider and Brocks

, Gomez and Elicef33] and Yuan and Chef84]), simulation
I Crack growth in functionally graded materialsf. Jin et al.
?]), and crack propagation in quasi-brittle materials like con-

Macroscale continuum theories are useful for the prediction
the average response of heterogeneous material systems. To
lyze and characterize the effects of underlying microstructural h

erogeneity, phase morphology, and phase distribution on mate AL . L
beh%vior >;11l?amework Ft:)hat rggognizeps the heterogeneous natur§'s e(cf. Carpinteri et al[36]). These investigations have resulted

: . . - . i better understanding of fracture processes. However, explicit
microscale material microstructures is needed. This framewolk > . ’
E'galyses of fracture in heterogeneous material systems have

should allow different length scales in microstructures to be re t been carried out extensively. Additionally, the effect of under-

resented. In addition, it should also allow the consideration Qf: ; .
different deformation and failure mechanisms. For brittle mate ing microstructural heterogeneity, phase morphology and phase

als such as glasses, ceramics, and hard composites, the prirrq| %pbutlon on dynamic fracture has not been systematically

; N : elineated.
failure mechanism is crack and microcrack development. Analy-

ses at the micro and nano-size scales, therefore, require two | -g:]egazrkepg'gﬁ i:pr?c:?iﬂ;evin tic;] zré?/grzngefrgcr:gr?s Ltjglri]r?s;t': tEhl\él
portant considerations. The first one is the explicit representat(ijév . . '

and account of micro or nano-material structures. The secon ﬁ%ﬁ%ﬂﬁ? eilz?q[g%ts \'(ﬂtcfgt%e ;naon%%”?sa:]rg C(t)ur{ii[gg]\)/quﬁieég--’

the explicit tracking of failure processes in the form of crack/ R ; y P

; ST ; roach avoids the issue of cohesive-surface-induced stiffness re-
microcrack initiation, growth, and coalescence. The cohesive ﬁ

nite clement methodCFEW i ealy sute for this task as €101 01 Vel ok e ctorseparatr St as
allows both objectives to be achieved. In this research, we us : X q b

fe initiation criteria that are extrinsic to the overall finite element
CFEM model based on the framework developed by Tomar et z‘mLII'odeI. In addition, it is computationally intensive since it in-

E)le]hg)vi%?r%/f (:wo(_:gﬁggeérga;'.?ig alirgﬁztlzgﬁggsﬁgsth@izﬁll:r\%lvgs adaptive meshing to resolve_ stresses at the ti_p of an ad-
range of microstructural ch3aract(§ristics vancing crack. The other approach is to embed cohesive surfaces

The CFEM has been used to study a wide variety of issue%Iong all finite element boundaries as part of the physical model

including void nucleatior(cf. Needlemar2], Tvergaard 3], and (g'd.?‘g"l)éy and_ Ne_edIeTlna[rs], hZha' ﬁnd. ZhOL[flg_ZQ)' The
Shabrov and Needlemafd]), quasi-static crack growthc. additional discretization allows the cohesive surfaces to permeate

. . the whole microstructure as an intrinsic part of the material char-
?rlae;ilfer?cafr[ia?mznﬂ e-;\(/j%%?:[rg] aggnggltf?igpz?[ﬁg]) ’ ;gg?{?flg acterization. This form of CFEM obviates the need for fracture

et al. [10]), interfacial fracture(cf. Xu and Needlemafl1—12, initiation and propagation criteria in numerical models. Another

X . . erspective is that the fracture criteria are effectively integrated
Siegmund and Needlem#h3] and Rosakis et a[.14]), dynamic p . X -
fragmentation(cf. Camacho and Ortil5], Miller et al.[16], and Into tf;}ef modeL as part c;f thhe c_ohesw;a relatlgn. ths.f?FEM ag-
Espinosa et a[17—14), dynamic fracture in heterogeneous maProach faces the issue of cohesive-surface-induced stiffness reduc-

terials (cf. Zhai and Zhoy19—20), impact induced delamination tion of the model if a cohesive relation with a finite initial stiffness
in com c;sites(cf Geubelle and éa I%[Zl] Minnaar and Zhou is used. However, this issue can be addressed by careful choice of
[22—23p Espino;sa et al[24], Zou gt al [2'5] and Xuan et al cohesive surface stiffness and finite element size, cf. Tomar et al.

[26]), fracture in polymers, ductile tearing, viscoelastic fractur ]. The approach of Xu and Needlemg8 is used in this paper.

(cf. Rahul-Kumar et al[27—29 and Roychowdhury et a[30]), his choice is based on several considerations. First, it allows us
to consider complicated multiple phase microstructures and still
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Table 1 Constitutive parameters for bulk and cohesive sur-
faces

Density Kic E Thmax Ancy A Pg
Compound  (kg/n®) Mpaym (GPa » (GPa (nm)  (J/m)
Al,O03 3990 4.0 340 0.23 0.5 100 25
TiB, 4520 7.2 500 0.12 1.0 100 50
Homogenized 4120 3.6 415 0.15 0.65 100 325
Al,O3/TiB, b
Composite @ ®)
Al,O3/TiB, -+ 05 100 25
Interface Fig. 1 Irreversible bilinear cohesive law

2 Cohesive Model

Nguyen and Ortiz45] also suggest the physical basis of traction- In the cohesive model used, the tractibrapplied on material
separation relations with finite initial stiffness. The initial slope oPointsP andP’ coinciding at and occupying positionon cohe-
the cohesive law may have to do with the micro-cracking behavigive surface, in the reference configuration is work-conjugate to
in solids, cf. Prado and van Mi¢#3] and Sorensen and Jacobsesgurface separatiod. Reckoned in the reference configuration, the
[44]. Third, analyses have also shown that cohesive relations wiRhesive law is
infinite initial stiffness may not allow resolution of certain crack
branching behavior, cf. Falk et aJ41]. Recently, it has been T(X)=T[A(X)] (1)
found that initially rigid laws may be associated with pathologies
in the forms of division by zerddue to the initial infinite slope and the work of separation under this traction at any stage of
and nonconvergence in tinfdue to discontinuities in the traction- deformation is(Ortiz and Pandolfj48]),
separation relation cf. Papoulia and Vavas|#2].

For CFEM models with intrinsically embedded cohesive sur- A
faces, a upper bound and a lower bound on element size must be Wsep:f f T(x)-dAdS 2)
observed, cf. Falk et gl41] and Klein et al[46]. Specifically, the S/ 0
element size must be small enough to accurately resolve the stress
distribution inside the cohesive zones at crack tips. On the otHétplied here is the assumption that cohesive traction-separation
hand, the cohesive surface contribution to stiffness reduction mutations are locally determined, i.e., the cohesive traction at one
be small, imposing a lower bound on the size of the elemengint is fully determined by the separation at the point itself. A
Tomar et al[1] have carried out detailed analyses of this issue féeview of various types of cohesive laws is given by, e.g., Shet
meshes with “cross-triangle” elements arranged in a quadrilater@nd Chandrd49]. We describe here, the bilinear model used in
pattern. Calculations in the current paper are carried out within tegr analyses.
limits set therein. The bilinear law used can be regarded as a generalized version

Our analyses here focus on intergranular and intragranular fr&-those given by Tvergaard and Hutchingafj and Ortiz and
ture processes in multi-phase microstructures. To characterize Bandolfi[48]. However as in Espinosa et §24], we have addi-
effect of microstructure of a two-phase,8l; / TiB, ceramic com- tional parameters to account for the finite initial stiffness of the
posite system on its failure resistance, we consider actual miceghesive surfaces and the irreversibility of separation with dam-
graphs and hypothetical phase morphologies. The bilinear colége. This law is derived from a potenti&lwhich is a function of
sive law used contains an internal state variable to account fgparation vectorA through a state variable defined as
irreversible separation processes. To track complex cracki(A,/AL)?+ (A /A)?. This variable describes the effective
microcrack patterns, arbitrary crack paths, and crack branchirigstantaneous state of mixed-mode separations. Hefe;n-A
cohesive surfaces are specified along all finite element boundardes A,=t-A denote, respectively, the normal and tangential com-
as an intrinsic part of the finite element model. All cohesive suponents ofA, with n andt being unit vectors normal and tangent
faces serve as potential crack paths in the microstructure, thei@S, respectively A, is the critical normal separation at which
fore, fracture inside each microstructural phase and along inténe cohesive strength of an interface vanishes under conditions of
phase boundaries can be explicitly resolved. pure normal deformationX;=0). Similarly, A,; is the critical

The framework of analysis allows quantitative results frontangential separation at which the cohesive strength of an inter-
simulations to be used to delineate factors influencing the failufegce vanishes under conditions of pure shear deformation (
of the materials analyzed. The information obtained is useful fer0). \ tracks instantaneous mixed-mode separations during both
the microstructural engineering of actual materials. Thieading and unloading. Clearl)=0 corresponds ta=0 (unde-
Al,O5/TiB, ceramic composites used in this research have befammed state or fully unloaded statand A=1 implies complete
developed by Logaf47]. These composites have a wide range afeparation, i.e., total debonding of the cohesive surface pair.
micro and nano phase sizes and phase morphologies. The differenh order to account for the irreversibility of separations, a pa-
microstructures are derived from a range of processing conditiormsnetery=maxn,,\,} is defined. As illustrated in Fig.(&), 7
through either self-propagating high temperature synth&itS s the initial value ofz which defines the stiffness of the original
or manual mixing(MM) of constituent powders followed by dy- undamaged cohesive surface ang is the hitherto maximum
namic hot pressing. These materials possess superior wear resdde of\ at which an unloading process was initiated. Note that
tance, high strength, high thermal conductivity, and excellent aes; is associated with the onset of an unloading event and is not
thetic appearance. They have shown a wide range of fracturecessarily the hitherto maximum value)ofObviously,\ , rep-
toughness values some of which are higher than those of beésents thereduced current stiffness of the cohesive surfaces
constituents produced separately in bulk. The numerical simulgfter damage and unloading have occurred. Also, one always has
tions here will help the identification of microstructural characterp<<1. While 7, is the characteristic value of effective separation
istics that significantly influence the behavior of these materialat which the effective tractionr (see belowfor a cohesive surface
Although, this analysis concerns one particular material systepair reaches the strength,,, of the undamaged surface,, is the
the CFEM framework as a tool for explicit microstructural failurecritical level of N at which o reaches the reduced strength
analysis is applicable to other material systems as well. Tma{1— 1m)/(1— 1) of the hitherto damaged cohesive surface pair.
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The specific form for the potential is taken as

(). o
—1, if 0OsA<
Db (n, ) N1-no/\ 7 7
T @ (1_”)(1 (1_AF) it p<a=1
— , I $
o\ 17, 1-9 7
®3)
This relation allows the traction to be defined through
T= o 4
A 4)
yielding the normal and shear traction components as
T,=0(\,7n) and
>\A
nc (5)
=o(\, 7;) X Am
In the above expressiona=A,./A. and
1-7\A
maxl—_y;’; ;, if o<)\$1]
=T+ (T /a)?= 1-7)1-x .
n t Tmaxl_—n0 Tn, if p<A<1
0, if A\>1

(6)

For a surface that has previously been deformel=ta; and has

experienced unloading from this value xf the work of separa-

tion for an arbitrary separation procesqsee Eqs(3) and(4))

Ac
f T-dA=
0

®(1,7) )
where A;
conditions at whicho vanishes and by definition(A;)=1. In
particular, for pure normal separatiods={A .0} and for pure

tangential separation&.={0,A.}. Since the unloading and re-
loading along ARFig. 1(a)) are fully elastic, the amount of work
required to fully separate a unit surface area from the undamaged \

state is

AC
f T-dA=®(1,779) =Dy (8)

0

is the critical separation under general mixed mode

specify the cohesive behavior, including the maximum tensile
strengthT ., the critical separationi,,. andA,;, characteristic
separatiornyy, anda. Equation(6) describes a two-stage behavior
as illustrated in Fig. 1. Between A and BO\< 7,), separation
occurs elastically and the cohesive energy stawork done in
causing separatigris fully recoverable. Damage in the form of
microcracks and other small-scale defects does not occur. Be-
tween B and C jp=<A=<1), material degradation causes progres-
sive reduction in the strength of the cohesive surfaces. This rep-
resents a phenomenological account of the effects of microcracks
and other defects not explicitly modeled in the CFEM framework.
Unloading from any point P follows path PA and subsequent re-
loading follows AP and then PC. Part of the work expended on
causing the separation in this regime is irrecoverable, as indicated
by the hysteresis loop ABP which implies dissipation during the
softening process. Correspondingly, there is a decrease in the
maximum tensile strength of the cohesive surface. This is re-
flected in the elastic reloading of the interface along AP and fur-
ther softening along path PC. To correctly account for this behav-
ior, it is necessary to record the value)qf,. We must point out
that the dependence of the damaged behavior on previous defor-
mation is very week and limited, only throughwhich tracks the
hitherto largest extend of separation from which unloading has
occurred. Any other aspect of preceding loading-unloading cycles
does not in any way influence the deformation. This behavior is
similar to the Markov chainc.f., e.g., Lin[50]) in stochastic
analyses.

Since any unloading and reloadirfglong PA in Fig. 1a) or
PA" in Fig. 1(b)) are elastic, the amount of work that has been
dissipated is

Dy(N,7)
(0, if A<,
D(77,70) ~ (77, 7) = Z:;’cho, it py<h=17
¢(K,no)—¢(k,n)=)l\::;2<bo, it per=1
[OFS if A>1 )

Note here thaty,<n=maXn, \,}<1 and thatn never attains
the value of 1. The dissipation is uniquely defined dngA\, ) is
a monotonically increasing function. When full separation is

This constant can be calibrated through pure normal and pwehieved®4(1,7)=®,. ®4 is partly converted into the surface

shear separations, i.e.,

Anc 708nc
CDO:f TndAn:f (Tm
0 0

1-

fAnc
[ - [
70Anc 1

fﬂoﬁtc(T al Atc
B 0 7]0A

1 1
) TP A = 5 aTi ™A

An

——|dA
axﬂoA nc) "

tc

dA+ ma"—l o

dA,

”OAIC

9)

energy and partly spent on causing damage in the material adja-
cent to crack surfaces through microcrack formation not explicitly
modeled. A unique damage parameter can be defined to phenom-
enologically track the progressive softening of cohesive surfaces
interspersed throughout the composite microstructure. This pa-
rameterD is defined such that

o
D=3, (11)

Note that Gs D=1, with D=0 indicating fully recoverable inter-
facial separation anB =1 signifying complete separation or total
fracture. In the numerical analysis carried out in this paper and in
Tomar et al.[1], D is used as a state variable quantifying the
degree of the damage, providing a phenomenological measure for
failure analysis. The spatial and time variationfD(x,t) al-

Apparently, Ta=Thox is the maximum cohesive traction underows the distribution and evolution of damage in various micro-

conditions of pure normal separation.
While the bilinear relationship betweenand X embodied in
the above formulation is illustrated in Fig(dl, the variation of®

structures to be analyzed. Finally, it is important to remember that
the development in this section is different from the interfacial
cohesive laws for fatigue by Nguyen et g81], as reloading here

is shown in Fig. 1b). Overall, five parameters are needed tdollows the same patbAP in Fig. 1(a)) as unloading.
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3 Finite Element Discretization v,

The finite element discretization leads to a system of linear I I I

algebraic equations of the form

9°U

e R, (12) y’
where, U is the vector of nodal displacementd, is the nodal a x 2H
mass matrix, andR is the nodal force vector consisting of contri- 1
butions from both the bulk elements and the cohesive surfaces,
ie., R=R°+R° whereR’=[\B'sdV and R°=[s N'TdS de- ow
note the force vector contributions from bulk elements and cohe-
sive surfaces, respectively. Herl, denotes the finite element J 1 I l J
shape function an@® is the spatial gradient dfl. Krieg and Key ¢
[52] showed that from the point of view of accuracy as well as A2
computational efficiency lumped mass matrix is preferable for ex- ) ) ) ) )
plicit time integration procedures. Therefore, a lumped mass ma-  Fig- 2 Specimen configuration for calculations

trix M is used in Eq(12) instead of the consistent mass matrix.

The explicit time-integration scheme based on the Newmark

B-method with3=0 andy=0.5 is employed to integrate E(L2), =4.0 mm and 2 =0.6 mm for actual microstructures. The length
cf. Belytschko et al[53]. The displacements and velocities abf the initial crack is 2,=0.4 mm for both types of specimen.
t,+1=t,+At, are obtained by integrating the equations of motiorhe specimen is stress free and at rest initially. Tensile loading is

using Newmarkg-method as applied by imposing symmetric velocity boundary conditions
S \ along the upper and the lower edges of the specimen. Conditions
g°un B of plain strain are assumed to prevail. The finite element mesh

2 ' used is shown in Fig. 3. The small region in front of the crack tip

contains very fine mesh in order to resolve the intense stress field.
This region contains one of the microstructures analyzed. The

, and (13) dimensions for this region are limited by the memory sizes of the
Cray T90 and J90 computers used in this work. The particular

82un+l aZur‘l

UMt oun 1 .
at? at?

+
at gt 2 tn

aun 1 J2Un dimension for this region is 40500 um in the case of the real
UMt i=U"+ At—— + = (At,)——; micrographs and 80300 um for the hypothetical phase arrange-
a2 ot? ) ments. These regions are much larger than the length scales in-

q - . . volved in both types of microstructures. Thus, reasonable repre-
where ()"~ denotes the matrix inverse. The time increment igentations of the microstructures are achieved. The analyses
taken to beAt. The magnitude ofAt is based on the Courant- carried out here are limited only to lengths of crack propagation
Freidrichs-Lewy criterion and material-related numerical stabilitwithin the microstructural regions. Material outside the micro-
considerations for explicit time integration. structure window is assumed to be homogeneous and assigned

effective properties representative of those for thgQAITiB,
. . ceramic compositésee Table L Both regions are discretized in
4 Numerical Calculations the same manner, involving both bulk element and cohesive sur-
The issues analyzed in the numerical calculations are face elements. For most of the results discussed here, the imposed
boundary velocity i8/o=2 m/s for the top and bottom edges with
a. The influence of microstructural morphology on dynamie linear ramp from zero to this maximum velocity in the first 0.01
fracture in the AJO;/TiB, ceramic composite system. us of loading. All other specimen surfaces have traction-free
b. The influence of phase size in the microstructures on fralgoundary conditions. This set of conditions represents the loading
ture resistance of the materials. of the pre-crack by a tensile wave with a stress amplitude of 16.5

c. The influence of interfacial bonding strength and loadin}fiP2 (PCLVo) and a linear ramp from zero to that value in 0.01
rate on fracture behavior. us. The properties of each segment of a potential fracture surface

: : . e specified according to its location inside the matrix or in
d. t-IJ:gI (\:/c;rrrigl[?otlr(])n between fracture resistance and microstr e reinforcements or along the matrix/reinforcement interfaces.

The constituent property values listed in Table 1 are used in the
Two classes of microstructures are considered. The first class cBR21YSIS:

sists of idealized phase distributions with uniform Tiarticles Xu and Needlemafi8] suggested that the maximum strength

embedded in an AD; matrix. The microstructures considered in! max should be betweerE/1000 andE/200 with E being the

this case allow the effects of phase arrangement, phase shape and

phase size to be systematically analyzed. The second class con-

sists of digitized microstructures of actual ,®;/TiB, ceramic pre-crack microstructure
composites. These microstructures have a range of phase n el
phology and sizes. Experiments have shown that these compos
have different levels of fracture toughness and microstructu
plays an important role in determining the behavior of these m it

100x50x4 triangular elements

y!ﬂ',i“n“""\"llw'!f‘)llJla'!“')")'!'!muln T

|

0.8mm T AR TR TR YL K T
terials. In the analysis hereafter, both phases are assumed tc !'\'.'x:"%l".ﬂ;{'ﬂ i ."d,l.'.:'@;iki'&?, J
hyperelastic. However, the model and the approach are equ: |L’ - “‘m e se—
applicable to other constitutive behaviors.
4.1 Problem Analyzed. Computations are carried out for a = l=————o.smm '

center-cracked AD;/TiB, specimen under tensile loading. The
specimen configuration is shown in Fig. 2. One half of the spec

men is used in the calculations due to symmetry. The whole spe € 2:2um >
men has a height of\@=2.0 mm and a width of B =0.6 mm for
microstructures with idealized phase morphologies and \&f 2 Fig. 3 Finite element discretization
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Fig. 4 Idealized microstructures

Young’s modulus. In this studyl ,,,,=E/700 anda=1 for each

30%. Variations in the arrangement, size, and shape of the TiB
particles are considered. Specifically, four types of particle ar-
rangementga total of six microstructurgsare considered. They
are

a. uniformly distributed circular particles in a square array
(Fig. 4(a)

b. uniformly distributed circular particles in staggered array
(Fig. 4(b))

c. randomly distributed circular particlé€Bigs. 4c,d))

d. randomly distributed unidirectional elliptical particl@sgs.

4(eh)

These microstructures allow the effects of particle arrangement
(A, B, and Q, particle size(C and D, particle shapéC and B,
and particle orientatioE and B to be characterized.
Microstructure A(Fig. 4(a)) consists of a regular array of uni-
form particles with a square unit cell. The two axes of symmetry
(x andy) cause the overall response to be orthotropic. The stag-
gered particle arrangement in microstructuréfy. 4(b)) has a
hexagonal unit cell causing it to be isotropic. Microstructures C
and D (Figs. 4c) and 4d)) have randomly distributed circular
particles that differ in size. For microstructures A, B, and C, the
particles have a radius of m, while the particle radius is 10m
for microstructure D. Nonetheless, the volume fraction of the, TiB
phase is fixed at 30% for all the microstructures.
The randomly distributed unidirectional elliptical particlés
and B give rise to orientation-dependent fracture response. To
simplify the analysis, two extreme cases with elliptical reinforce-
ments are considered. The long and short axes of the péB-
ticles are 1Qum and 2.5um, respectively, giving rise to an aspect
ratio of 4. Microstructure EFig. 4(e)) is representative of micro-
structures in which elliptical particles with the major axis aligned
in the direction of the apparent crack path are randomly distrib-
uted. The area/volume fraction of the particles is the same as that

constituent andbo=[(1—»*)/E]K{ with K,c being the mode-| of microstructures A, B, and C. Microstructure(Fig. 4(f)) has a
fracture toughness of the material in question. The critical sepgmilar phase morphology as microstructure E, except that the
rationsA . andA, are calculated from Eq¢8) and(9). The finite  yinor axis of the elliptical particles is aligned in the direction of
element mesh used consists of “cross-triangle” elements arrang@d apparent crack path. Microstructures E and F allow the effect
in a quadrilateral pattern. Additionally;,=0.001 and the size of of phase orientation on fracture to be analyzed. The characteristics
quadrilaterals in the mesh is taken agu®, allowing the solution  of a)| microstructures are summarized in Table 2. Numerical simu-

convergence criterion in Tomar et &l.] for this type of CFEM

lations using the six microstructures allow the delineation of the

models to be satisfied. Since interfaces in materials can haveffect of range of variation in the morphology of microstructures
range of bonding strength values arising from different processigg the dynamic fracture behavior of A5/TiB, ceramic com-

methods, three variations of interfacial bonding strength are

usites. In order to account for statistical variations with arrange-

sumed for the real microstructures considered. These three levgisnt of second phase in microstructures, four different random

H 1,0. i Al,O. i 1,0,
are Therface. g g0 pinteriace, TA0s g nterface 3 p7A208

max max '’

. . i Al 0.
However, for most calculations carried oufg°e="T 2.

4.2 I|dealized Microstructures.

samples(only one is shown hejeof each of microstructures C,
and D are used simultaneously to carry out multiple calculations.
To illustrate the levels of variation in the results, the time histories

For the random microstruc- of the apparent crack lengtprojection of crack length in the

tures of actual materials, morphological parameters are coupbedirection) for microstructure D is shown in Fig. 5. Significant
and their effects can not be easily analyzed independently. Variations are seen. The variations of the apparent crack length for
delineate the influence of phase attributes such as phase smirostructure D are approximately 30% around the mean value.
phase arrangement, phase shapes and phase size distributiorhigindicates that the size, shape and distribution of the particles
series of idealized microstructures are generated and used in gheatly affect the degree of variations in behavior, not just the
numerical simulations. These microstructures are shown in Fig.alerage behavior. In light of this, it is obvious that statistical char-
The volume fraction of the TiBphase in these microstructures isacterizations of response require a sufficiently large number of

Table 2 Characterization of idealized Al

203 /TiB, microstructures

Dimension Mean Linear
Arrangement of Shape Intercept Average Energy
of Particles of Length in Release Rate
Microstructure Particles (em) Particles TiB, dd/da (IIm)
A Rectangular &h=5 Circular 7.85 46.2
B Hexagonal &b=5 Circular 7.85 39.3
C Random &b=5 Circular 7.85 36.2
D Random a&b=10 Circular 15.7 34.9
E Random &10, b=25 Elliptical 15.7 35.1
F Random &25, b=10 Elliptical 3.98 50

Journal of Engineering Materials and Technology

APRIL 2004, Vol. 126 / 183



300 (A} Cnes . precyry (B Congy i
- by om0
£ - %220 000 000008 0000000000
=250 £[0 000000000 £aP 0000000008
T - 02{0,0,0,0,0,0,0,0,0,0 anp0 00 00 o6 070 O
5 9 0. I 0. 03 —F 05
= 200
u - © Cu | —— & Tan e I
x X D.az»aoo © (o] 032 UU .
© 150 | 05050800 £ Q
P4 N EwfOn Q 0 Eos O
[v'4 - o.mo 8 Om 0 0z O O
Q [ 0.3 - 05 03 ] 05
[ [
£ 100
& [ ® T 7 RS gy gy
< [ A 25> am Y
& sof mEs 2 50N sk g0 L I
* EVMLEI=GT ., et £

< [ -~ b 2 o am ! j &

o 1 = 03 I 05 03 — 05

0 0.05
TIME, [i1s] i _ .
Fig. 7 Stress contours of maximum principle stress O max

Fig. 5 Time histories of crack length in microstructure D (MPa) in microstructures A-F at  t=0.15 us

samples. Such statistical analyses have to be carried out for
ferent arrangements of phases rather than for random interfa
and constitutive properties which give rise to variations for diffe

The energy dissipated is due to the crack surface separation
lgnd microcrack nucleation. It is one measurement of the fracture
ent reasons. The need for multiple samples for statistical analy$g&/Stance of materials under the conditions analyzed. The overall

ergy dissipategh, is the sum of cumulative energy dissipated in

is also partly attributed to the fact that the two phases in t . o
hypothetical microstructures are not fully intermixed. Therefor&!l (€ damaged cohesive surfaces, iy~ /s ®qdS, whereS,

possibilities for variations in responses are larger. Relatively smé@Presents surface area of cohesive surfaces with damage. By plot-
numbers of microstructural samples may be sufficient for a chdi®d ¢4 as a function of the apparent crack lengtfsee Fig. 11
acterization in variations if the two phases are more intimatelye can readily obtain the average energy release r&e (
mixed in a random manner. This is often the case with real mi= ¢4/a) which provides a quantitative measure for the dynamic
crostructures. It is partly because of this reason that we have fretcture resistance of the materié#sg. 12). To facilitate analysis,
pursued a full statistical variation analysis for the hypothetical
microstructures here. Rather, we will discuss in Sec. 2.3 charac-
terization of this effect for microstructures of actual materials
which show more randomly distributed, intimately mixed phases.
A combined deterministic and stochastic analysis is carried out in
Tomar and Zhoy54-55. Here, we focus our discussion on the
first sample of microstructure @.e., C) and the first sample of
microstructure D(i.e., D1).

The crack and damage patternstat0.15us for microstruc-
tures A, B, C1, D1, E, and F are compared in Fig. 6. The phase
boundaries are outlined by solid dark lines for clear visualization
of the phase morphologies. Contours of the maximum principle
stressoay for these microstructures are plotted in Fig. 7. The
time histories of the total crack lengtt{t) (sum of crack surfaces ’ TIME, [us]
generated iftwo-dimensiongin the microstructures are shown in
Fig. 8. Note that’ (0)=0, therefore, crack lengths referred to her@ig. 8 Time histories of total crack length in idealized micro-
concern new crack surfaces/length generated and do not inclsttectures
length of the initial crack. The time histories of the apparent crack
length for all the cases considered so far are shown in Fig. 9. The

ﬁiigle histories of overall energy dissipateg are plotted in Fig.
il
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the average energy release rate for each microstructure is listed in
Table 2. This value is calculated for the first 2Qén of the ap-
parent crack length. It is noted that it takes different amounts of
time for the apparent crack length to reach 20 in different
microstructures.

4.2.1 Crack Growth and Damage Evolution in the Microstruc-
tures. Figure 6 shows that the distribution of damage is influ-
enced by the material heterogeneity in the microstructures. Dam-
age is more likely to occur along the interfaces and inside the
matrix. Clearly, the TiB particles represent stronger obstacles to
crack propagation due to their higher bulk modulus and cohesive
strength. It can be seen that when the crack approaches a particle
it would alter its direction of propagation to circumvent the ob-
stacle by progressing mainly along the interface. When the TiB
particles are not in the immediate path, the crack would propagate
horizontally along the direction of the apparent crack path. Away
from the main crack, microcracks form along the particle/matrix
interface and inside the AD; matrix. The formation of micro-
cracks provides opportunities for the main crack to branch. How-
ever, most of the microcracks arrest shortly after nucleation and
do not propagate over a long distance. The crack follows a micro-
scopically zigzag path between particle clusters. Nevertheless,
overall crack propagation is in the horizontal direction. It is clear
that fracture occurs primarily along phase boundaries and inside
the matrix. Continuous and favorably oriented interfagesallel
to the direction of crack propagatipfacilitate crack growth.

The contours of the damage parameter D indicate that dissipa-
tion through microcracking occurs away from the main cracks.
The patterns also reveal the attempts of the crack to branch out in
different directions.

4.2.2 Effects of Phase Arrangementigure 6 shows that
crack growth and development in different microstructures exhibit
similar characteristics while the details of crack path and fracture
outcome are highly dependent on the particular microstructural
phase distribution. This observation is clearly seen in Fig. 5 as
well, where the crack length histories are significantly different
among the four samples of microstructure(lBrger particle size
compared with microstructure)Note that the difference is much
smaller among the results for the four samples of microstructure
C. Clearly, the larger particle size in samples of microstructure D
provides higher perturbations to crack propagation compared with
microstructure C. This causes the fracture process to be sensitive
to phase arrangement over the length scale studied.

Microstructures A, B and C have the same Jigarticle diam-
eter of 10 um. In microstructures A and B, the crack tends to
circumvent the hard particles and grow along a straight path in the
matrix or along interfaces in early stages of propagation, see Fig.
6. The crack shows attempts to branch out after propagating for a
short distance, as indicated by the contours of the failure param-
eter D. In microstructure C, the crack path exhibits significant
fluctuations due to the random distribution of the particles. In all
three microstructures, damage and crack branching attempts inten-
sify in later stages of crack development. This is mainly due to the
increasing crack velocity, cf. JohnsdB6]. Despite the differ-
ences, the histories of the apparent crack length in microstructures
A and B are similar(Fig. 9).

Despite the differences in the microstructures, the characteris-
tics of the stress fields over the long-range are siniifag. 7).
However, the details over the short range in the vicinity of the
crack tip are significantly different. Obviously, the differences oc-
cur over a similar length scale as that for the microstructural het-
erogeneities.

The time histories of energy dissipated for the idealized micro-
structures are shown in Fig. 10. The dissipation rate is lower ini-
tially and accelerates throughout the deformation. The energy dis-
sipated is shown as a function of the apparent crack length in Fig.
11. Although the time history profiles in Fig. 10 are similar, Fig.
11 shows that the microstructures with regular particle arrange-
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pm ticles. Crack initiation occurs at approximately 0.07—-048in
microstructures A to E. However, crack initiation is at 0.Qe5in
microstructure F, indicating significant retardation by the orienta-

N T MO 2R T MO AR I o tion of the particles. The higher resistance to crack growth of
200 “.’:" ”i‘...g"*, microstructure F is also refle<_:te_d in the smallc_ar crack length and
209 b L Kl 1, lower crack speed seen for it in Fig. 9. In Fig. 12, the energy
pm dissipated per unit apparent crack lengthlled the “energy re-
lease rate” hereafteis shown for all the microstructures analyzed
Fig. 13 Real microstructures A1-D1 so far. Both Figs. 11 and 12 show that microstructure F demon-

strates clearly higher energy release rate than the other microstruc-
tures. This is mainly due to the bridging effect of elongated par-
ments(A and B) exhibit somewhat higher levels of energy dissiticles perpendicular to the direction of crack propagation. In
pation than the microstructures with random particle arrangemeutmntrast, microstructure E has an energy release rate similar to that
(C and D. This indicates that regular particle arrangements repf microstructure C.
resent more significant obstacles to crack propagation in terms of

energy dissipation per unit crack advancement instirection. +:3 Real Microstructures. - Figure 13 shows one sample for
In particular, microstructure A shows the highest level of ener ch of the four types of real microstructures used in simulations
dissipation émong A B and C ere. Four samples for each type are uded not shown henefor

a quantification of the variations in results. Microstructures A and

4.2.3 Effects of Phase SizeThe results in Fig. 5 show that C contain connected TiBin an Al,O; matrix. On the other hand,
crack path exhibits significant variations in microstructures withicrostructures B and D consist of TiBparticles surrounded by
the larger particle size. The variations at least partly come frothe Al,O; phase. There is a significant difference in the size scales
the larger inter-particle spacing in microstructure D. The larg@f the phases among the four microstructures. The average linear
particle size also causes the crack speed to vary significanihgercept length for each of the phases is shown in Table 3 to
among samples of microstructure D. On the basis of energy dovide a parametric quantification of the size scales of these mi-
sipation per unit apparent crack length, Fig. 11 and Table 2 shanostructures.

that the energy dissipation rate in microstructure C is higher than .
that in microstructure D at the same value of apparent crack4-3-1 Crack Growth and Damage Evolutionin order to ac-

length. This indicates that microstructure C with random distrib0Unt for the damage and fracture evolution in the four micro-

tion of smaller particles has a higher fracture resistance than mfuctures, distributions of the damage parameter D and the maxi-

crostructure D. The approximately 5-10% higher average enefgym Principle stressr,,, are obtained at different times. The
sults for microstructure sample D1 are discussed. As shown in

release rate for microstructure C in Table 2 is primarily due to t ;
-ig. 14, contours of the damage parameter D at four times are

gfunceujrriqgant perturbations from the smaller particles in mlcrused to facilitate v_is_ualization of damage evolution an_d crack de-
velopment. In addition, contours of,,,, are plotted in Fig. 15 to
4.2.4 Effects of Microstructural AnisotropyFigures 6 and 7 show the evolution of near-tip stress field. The crack grows along
also show that the crack growth in microstructures E and F dia-straight path into the matrix between small TiBarticles and
plays distinctive patterns, primarily because of their different pathen arrests when the crack tip impinges on a particle, Figs.
ticle orientations. In microstructure E, the crack propagates alodd(a,b). This particle represents a stronger obstacle to crack
a fairly straight path inside the matrix or along the interface berowth due to its higher bulk and cohesive strengths. Afterwards,
tween the phases with less chance of encountering hard partictes. crack circumvents the impeding particle through the separa-
In microstructure F, the crack path is more oscillatory due to aion of particle/matrix interface. Part of the debonding process
increased likelihood of encountering second phase obstacle pawolves primarily local tangentialshea) displacement along the

Table 3 Characterization of digitized Al ,03/TiB, microstructures

Average Average
Intercept Intercept Length  9®/ga (I/m) dP/ga (I/m)
Length of of (Strong (Intermediate ad/da (IIm)
Microstructure  TiB, (mm) Al,Oz (mm) Interface Interface (Weak interfacg
A 5.06 10.3 58.7 52 55
B 2.43 5.88 59.2 55.5 54.5
C 11.31 24.77 51 49 46
D 3.09 8.17 58.2 50 54.6
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interface. Subsequent propagation is primarily through the matrs 3 4f
and interfaces between small particles and the matrix. Along witg 2 .k
the main crack propagation, micro-separation occurs in the forg &
of attempted crack branching as shown at Qu&3in Fig. 14c). ° e sts O L — s
However, the micro-separation fails to develop into a macro crac bl '
branch and one main crack front exists, Figsdl4and 1%d). () Microstructure C () Mierostructure D

The results in Figs. 14 and 15 show that the crack path is
significantly influenced by the microstructural phase morpholdig- 17 Time histories of energy dissipated in the four real
gies. Since fracture occurs primarily along phase boundaries dAgrostructures
inside the matrix, crack path is highly dependent on the specific
phase morphology. For instance, for microstructures B and D, the
crack paths demonstrate more oscillations than those for micing faster crack propagation in microstructures that contain rela-
structures A and C. This is because cracks are forced to propagately fine TiB, phase dispersed in continuous,®5 matrix.
along the phase boundaries between relatively largg©Als-

lands and TiB networks. 4.3.3 Energy Release RateFigure 17 shows the time histo-

ries of energy dissipated® in the four microstructures. In order
4.3.2 Crack Length History. The time histories of apparentto compare the fracture resistance among the microstructizges
crack length for the four microstructures are shown in Fig. 16. The also shown as functions of the apparent crack length in Fig. 18.
four different curves in each plot represent the results for the follhe curves represent the average value®gffor each micro-
random samples of each microstructure. It can be seen that #eicture. The error bars along the curves indicate the range of
microstructural variations do not significantly influence the fracsalues among the four random samples for each microstructure.
ture initiation time under the conditions studied. The crack iniJnder the conditions given, the difference in energy release rate is
tiates at approximately 0.07&s in all the microstructures. Shortwithin 15% among these microstructures. To facilitate compari-
periods of plateau are observed in Figs(al®, indicating tempo- son, the average energy release fatat an apparent crack length
rary arrests of the crack propagation due to impediments by hajfla=250.m is also plotted in Fig. 19 and listed in Table 3 as a
particles. Obviously, the apparent crack velociti® time rate of function of the linear intercept length for TjB Three different

change of apparent crack lengih microstructures B and D are |evels of bonding strengttweak, intermediate and strong, see the
statistically higher than those for microstructures A and C, imply-
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£ 55 4.3.4 Effects of Different Interfacial Bonding Strengthé
3 8 BD A ¢ range of interfacial bonding strength values along the interface
ﬁ 50 E ! ' | between TiB and ALO; can arise from different processing
g - i : methods and conditions. It is very difficult to measure the inter-
& 45 | ! ! facial bonding strength directly because of the small phase size
& ; y! I | and complicated phase morphologies. Therefore, a parametric
3 40 | } 1 I study of the effects of interfacial bonding strength is carried out.
E a5 E | T Three levels of interfacial bonding strength values witﬁﬁx‘fﬁce
) : IR 1 =0.87A/20s intertace_ TA1205 5 interface_ 1 57420 4p0 consid-
g F i N N SR T L . T max T max max max "< “max )
2 30 0 3 5 o 12 15 ered. These vglues represent weak, intermediate and strong inter-
Linear Intercept Length of TiB, (m) faces, respectively. Average energy releasg rates for the four real
microstructures with the weakr[li®"@°e= 0.8T mazfs*), intermediate
@ (Tinerface_ 77203 and strong Timerface= 1 272%) interfacial
P bonding strengths at an apparent crack lengta-e250um are
£ 55 ¢ Bo A 3 plotted as functions of linear intercept length of Jilh Figs.
g 50 _ i i : i 19(a), 19(b), and 19c), respectively. The results demonstrate that,
«© - ] | for all three levels of interfacial bonding strength, microstructure
g 45 £ ' ! } B has the highest average energy release rate and microstructure C
3 E . } has the lowest. The differences among the energy release rate
B 40 F L,\ ' levels for the four microstructures vary with interfacial bonding
E s 1 1 .I strength. For instance, in the case of strong interfacial bonding
g 35 r ! I | strength {rinerface. 1.2T2'§f3), the average energy release rate for
E 30 bl T A microstructure B is approximately 10% higher than that for mi-
< 0 3 6 9 12 15 crostructure C. However, in the case of the weakest interfacial
LinearInterceptLength of TiB, (um) bonding strength Terfece=0.872%) | the average release rate

(b) for microstructure B is approximately 20% higher than that for
microstructure C. These results also reflect an enhancing influence
of microstructure on fracture resistance as the interfacial bonding

E 55 — s strength decreases.
@ . ! I In order to decouple the effects of interfacial bonding strength
e 90 F i ! and microstructure variation, an analysis is carried out on micro-
3 45 F ! ! ! structure D at different levels of interfacial bonding strength. Five
3 - 4 1- } different levels of interfacial bonding strength are chosen. From
< s E - the proportional relationship between the surface endrggnd
g - | .||. L the maximum cohesive strengih,.,, we know that the five lev-
S 35 F I | els of interfacial bonding strength correspond to five levels of
g . ! | l , ey surface energy of interfac®;, where®;, ®,, and ®; denote
z 30 o 5 * ’ 5 . 12 15 the cohesive energy of interfaces @k and TiB, phases, respec-
LinearIntercept Length of TiB, (um) tively. The first two levels represent strong bonding between the
phases. These levels are chosen to be the same as that,aTiB
© Al,O;, i.e., Tierface 7182 (=) or Tinerace /2% (g,
Fig. 19 Comparison of average energy release rate in the four =®,). The third level of TN 5 chosen as half of that of
;?gngmlscrostructures with  different interfacial bonding Al,Os, ie., Tlr?gxrface: 05|—fn|§)?3 (®;=1/20,). This level is in-

tended to represent a somewhat weaker  bond-

ing between the phases. The fourth and fifth levelsT£™ce

are designed to represent relatively weaker interfaces with
next section for more discussipibetween the two phases areT‘,?,fX’f“e:O.ZSFﬂaZfS (d;=1/4D,) and Tir?]fxffacezo_lT’;'azfs(qyi
considered. For the strong interfa@g. 19c)) microstructure B _ 1/, ), respectivel

- A), respectively.

has an average energy release rate of approximately 42 J/m. This
value is about 10% higher than that for microstructure C. Micro- 4.3.4.1 Time history of crack lengthFigures 20a) and (b)
structure A has an average release rate of 40 J/m which is abslow the time histories of cumulative crack lengths in theQAl
5% lower than that for microstructure B. Microstructure D has aphase and along the interfaces betweegOAland TiB,, respec-
average energy release rate about 4% higher than that for midigely. The results for the crack length in TiEare not shown in
structure C. It can be seen that microstructures containing evetthe figure since fracture in this phase is negligible. The profiles
distributed fine particles tend to have higher fracture resistanshiow the crack initiation at=0.072us for all the cases. The
The error bars in Fig. 19 show that variations in the range ofiode of failure dramatically influences the distribution of crack
energy release rate decreases with the average intercept lenigtingth in different phases. Clearly, the crack length along the in-
Among the four microstructures, microstructure C has rath&rfaces gradually increases with decreasing interfacial bonding
unique phase morphology. Experiments show that this microstrigtrength. Upon transition of the failure mode from main crack
ture exhibits the lowest fracture resistancé. Logan[47]). In- propagation as in the cases Bfefce= T8z intertace_ A0
deed, the calculated results here show the same trend as that inthe inertace_ 5 51423 16 microcrack nuclen:t);on as in the cmz:;es of
experiments. It appears that continuous and favorably orientec fmaX Al ax intert A0
Al,O; /TiB, boundaries inherent in microstructure C allow crackSmax = 0.25T;.2° and Tpoi*°=0.1T 2%, the crack length
to propagate with relatively low hindrance and cause the fractuaéong the interfaces increases significantly. This dramatic increase
resistance to be lower in this microstructure compared with othisr due to simultaneous formation of microcracks along multiple
microstructures. weak interfaces.
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Fig. 20 Comparison of crack length histories in microstruc-
ture D with different interfacial bonding strenghts

4.3.4.2 Time history of energy dissipatedtigure 21 shows
the evolution of energy dissipateb, for microstructure D. The
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Fig. 22 Comparison of energy dissipated and energy release
rate for different loading rates

initial macroscopic crack begins to grow at about 045 and Starts to grow. Clearly, the energy dissipated increases with de-
extends along the interface in the microstructure. The nucleatiéffasing interfacial bonding strength. Under the conditions ana-
and coalescence of microcracks takes place shortly after the crig€d, simultaneous formation of microcracks and their coales-
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Fig. 21 Time histories of energy dissipated for microstructure

D with different interfacial bonding strengths
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cence allow more energy to be dissipated in composites with weak
interfacial bonding strengths than in composites with strong inter-

facial bonding strengths. Note that in the cases T{fe®

:0.25r:1'§xo3, and Tinerface. 0.1T’:]'§f3, the rate of increase of en-
ergy dissipatedby becomes lower at abotit=0.12us. This cor-

responds to a shift of cracking toward the interface and away from
the matrix. Note that the work of separation for interfaces is much

lower than that for AJO; and TiB,.

4.3.5 Effect of Loading Rate.Loading rate has a clear im-
pact on dynamic behavior of materials, primarily due to the iner-
tial effect. Experiments conducted by Ravi-Chandar and Knauss
[57-60Q revealed many characteristics of dynamic fracture under
different loading rates. In particular, they found that the dynamic
fracture toughness increases when a crack accelerates. This trend
becomes more significant at higher loading rates. An apparent loss
of a unique relation between stress intensity factor and crack tip
velocity at high crack velocities was also observed in their experi-
ments. Johnsof56] employed a cell model to study dynamic
crack propagation in homogeneous materials by taking into ac-
count the evolution of crack tip process regions. His results fur-
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ther explain that dynamic fracture toughness is not a unique func-Finally, we point out that this study does not account for the
tion of crack velocity at high crack velocities, but is alscstochastic variations of bulk and interfacial properties in each of
dependent on crack acceleration. It is of great interest to study the constituents and along the interphase interfaces in the micro-
interaction between microstructure and loading rate effects. Mdtructures. Such an analyses has been carried out and reported by
tiple length scales in a microstructure give rise to more complfomar and Zhoy54-55. The study there uses a second order
cated interactions under dynamic loading. Crack tip instabilitiggerturbation analysis to systematically characterize the effects of
including deflection and branching, can arise form the combinedaterial property variations on fracture process and fracture resis-
influence of microstructure and higher loading rates. tance. A deterministic analysis and a stochastic analysis are inte-
Different loading rates are achieved by varying the boundagrated and carried out simultaneously. The benefit is that both the
velocity imposed on the upper and the lower surfaces of speeiplicit fracture outcome and the range of variation of the out-
men. Three boundary velocitieg;=1 m/s, V,=2 m/s andV; come in terms of crack length, crack speed, and fracture resistance
=4 m/s result in input stress waves with magnitudes ranging froame obtained.
approximately 8 MPa to 32 MPa. Microstructure D is used. Figure
22 shows the energy dissipated as a function of the time and
apparent crack length for different loading rates. Clearly, the a \Cknowledgment
erage energy release rate increases with loading rate, indicatinupport from the Army Research Office through grant no.
more extensive damage at higher stress levels arising from higlhekAG55-98-1-0454 and the National Science Foundation
loading rates. This trend becomes more significant as the crabkough CAREER grant no. CMS9984298 is gratefully acknowl-
length increases. Since crack acceleration is found to increasiged. Calculations reported are carried out on the Cray Comput-
with loading rate in the calculations hefeot shown, this result ers at the San Diego Supercomputer Center, Jet Propulsion Labo-
echoes the findings of Ravi-Chandar and Knalgs-6( and ratory and Naval Oceanographic Office Major Shared Resource
Johnsor}56] in that the energy release rate is not just a function @enter. Thanks are extended to Dr. K. V. Logan for providing
crack velocity, it also depends on crack acceleration. micrographs of AJO;/TiB, composites used in this research.
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