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Abstract
To understand the mesoscale mechanisms responsible for the behavior of heterogeneous materials and to validate models, it is
important to experimentally measure the deformation and temperature fields at the microstructure level. So far, there has been no
methods that can yield such measurements simultaneously for dynamic experiments. Here, we report the development of a novel
capability for simultaneous time- and space-resolved recording of both fields over the same microstructure area of a sample with
micron-level spatial resolutions and microsecond time resolutions. Referred to as MINTED (Microscale In-situ Imaging of
Dynamic Temperature and Deformation Fields), the system cohesively integrates a high-speed visible light (VL) camera and a
state-of-the-art high-speed infrared (IR) camera via a custom-designed dichroic beam splitter-lens assembly. The combined VL
and IR images allow the deformation fields to be obtained through digital image correlation (DIC) and the temperature fields over
the same area to be obtained through pixel-level calibration of the differing emissivities of heterogeneous constituents in
microstructures. Experiments are conducted on granular sucrose in a Kolsky bar [or split-Hopkinson pressure bar (SHPB)]
environment, yielding both microstructure level fields along with overall material response. The strain and temper-
ature fields provide detailed first-time insight into the processes of fracture, friction, shear localization, and hotspot development
in the microstructures.

Keywords Dynamic thermo-mechanical response . High-speed visible and infrared imaging . Split-Hopkinson pressure bar
(SHPB) . Heterogeneous materials (HM) . Sucrose

Introduction

The thermo-mechanical response of heterogeneous materials
under dynamic loading is of great importance in many appli-
cations. Dynamic loading events can cause severe damage and
energy dissipation, leading to the formation of temperature
spikes in a wide range of materials, including, e.g., metals
[1–4], polymers [5], composites [6], ceramics [7], shape mem-
ory alloys (SMAs) [8, 9], and energetic materials [10, 11]. One
class of temperature spikes are referred to as hotspots, and can
cause thermal softening, thermal runaway, or even the onset of
chemical reactions in energetic materials [12]. Local failure
and formation of temperature spikes result from several fac-
tors, such as strain localization due to heterogeneity in the

microstructure, material property mismatch between constitu-
ents, and the existence of defects such as voids, cracks and
inclusions. Field et al. [10, 11] provided evidence for the
mechanisms contributing to the formation of hotspots.
Subsequently, computational and experimental approaches
have been widely used to study mechanisms responsible for
heat generation in heterogeneous materials. Specifically for
energetic materials, computational studies have enhanced un-
derstanding of heating mechanisms. However, these studies
are limited in terms of the resolution of fine-scale physics and
require experimental data for calibration and validation. On
the other hand, experiments have provided insights into un-
derlying heating mechanisms. For example, it is known that
inelasticity [13, 14], void collapse, inter-particle contact, and
internal fracture and friction [15, 16] are dominant heating
mechanisms in energetic materials and other heterogeneous
materials. However, experiments have not allowed full under-
standing and detailed quantification of the underlying mecha-
nisms primarily due to the lack of abilities to directly measure,
in time- and space-resolved manner, the thermal and mechan-
ical fields at the microstructural level for dynamic conditions.
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The experimental study of the thermo-mechanical response
of such heterogeneous materials at the microstructure level
under dynamic loading has been especially challenging due
to limitations of existing techniques for deformation and tem-
perature measurements at high speeds and high spatial resolu-
tions over the same area of a sample. As a result, dynamic
experiments have been limited to either mechanical deforma-
tion or thermal responses. Specifically, these experiments
have been based on indirect/implied correlations between de-
formation mechanisms and thermal responses [11, 15, 17],
without quantitative measurements that can directly relate
the mechanical and thermal events.

For time-resolved temperature measurements in dynamic
experiments, researchers have used several approaches includ-
ing embedded electrical sensors [18, 19], optical pyrometry
[20], Raman spectroscopy [21], Neutron resonance spectros-
copy [22], and reflectance thermometry [23, 24]. All of these
approaches have some advantages and disadvantages. For ex-
ample, embedded electrical sensors can measure the tempera-
ture of a sample with high accuracy and is independent of the
sample properties. However, thick sensors do not equilibrate
with the sample quickly enough and thin sensors may break
before or during experiments, as a result, the technique cannot
be used for highly dynamic events. This challenge can be
avoided by using non-contact approaches including optical
pyrometry and Raman spectroscopy. However, these non-
contact approaches so far offer bulk average measures, require
the knowledge of the sample properties such as radiance and
emissivity, and do not offer high spatial resolutions. The re-
flectance thermometry approach uses light reflected from the
sample rather than radiation emitted by the sample, which
does not require knowledge of the properties of the sample
but again requires the adherence of an extrinsic material on the
sample and depends on thermal equilibration between the
sample and the extrinsic material film [23, 24]. None of these
methods allow simultaneous recording of both deformation
and temperature fields over an area of a sample’s
microstructure.

The work by Coffey and Jacobs [25] was an early attempt
to estimate the temperature achieved during deformation in
impact experiments. The technique uses heat-sensitive films
which darken upon exposure to heat. Since darkening levels
of the heat-sensitive films depend on both temperature and
time, the time of deformation must be known to estimate tem-
perature levels based on calibration curves. Later, heat-
sensitive films along with high-speed photography were used
to study primary failure mechanisms in polymer bounded ex-
plosives (PBXs) at the macroscale [10]. However, this tech-
nique cannot reveal the underlying mechanisms at micron
levels. In the 1980s and 1990s, advances in infrared detectors
made it possible to measure temperature in real time with
microscale spatial resolutions. For example, Marchand and
Duffy [2], Zehnder and Rosakis [26] and Zhou et al. [3] used

an integrated system of infrared thermal detectors to measure
temperature variations along lines across cracks and shear
bands in metals. High-speed photography was also used to
study the associated mechanical processes, but at different
(larger) size scales.

Measuring temperatures of a material with thermocouples,
spot pyrometers, heat sensitive films, or infrared temperature
detectors along lines or over small areas has provided useful
information and insight. The measurements, to various de-
grees, are averaged over space and time, or only available over
small domains. For example, Costin et al. [27] used only one
infrared detector and homogenized the temperature over a spot
size of 1 mm. Later, Hartley et al. [1] used a linear array of
infrared detectors and measured the temperature over a spot
size of 20 μm. Similarly, Merchand and Duffy [2], and Zhou
et al. [3] used linear arrays of 12-16 infrared detectors with
spot sizes of 35 − 100 μm. In the first spatial temperature
measurement effort, Guduru et al. [4] developed and used a
spatial array of 8 × 8 infrared detectors, with each detector
measuring the average temperature over an area of 110 ×
110 μm. These methods are quite advanced and are still in
further development. However, so far the spatial or temporal
resolutions certainly show need for significant improvement
before full characterization of events at the microstructure
level at high loading rates are possible. In particular, for het-
erogeneous materials, the differing emissivities of multiple
constituents must be accounted for in order for correct tem-
peratures to be obtained. This task requires an independent
image of the evolving material microstructure that is in addi-
tion to the IR image as deformation occurs. Existing capabil-
ities do not offer such independent images.

For quasi-static conditions, infrared (IR) cameras have
been used along with visible light (VL) cameras for simulta-
neous temperature and deformation measurements. For exam-
ple, an experimental environment consist of VL and IR cam-
eras was used to measure temperature and deformation fields
during glass forming [28]. The VL and IR imaging was not at
normal incidence since the cameras have different angles of
view. Further, the measurement was macroscopic and not mi-
croscopic. A dichroic mirror was used to separate VL and IR
emissions from the sample surface to achieve imaging at nor-
mal angle [29, 30] in a setup for quasi-static conditions with a
maximum stain rate of 5 × 10−3 s−1. High-speed infrared cam-
eras have recently developed to a point where capturing time-
and space-resolved measurements over areas on the order of
millimeters is now possible, at resolutions of microns and
microseconds. Although the IR imaging capabilities are still
not on par with visible spectrum imaging, simultaneous mea-
surements for deformations rates on the order of 103 s−1 typ-
ical of Kolsky bar (or split-Hopkinson bars) can be achieved.

The split-Hopkinson pressure bar (SHPB) or Kolsky bar
apparatus (KBA) is a well-established experimental technique
for characterizing materials and structures under dynamic
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loads. The SHPB apparatus was established by Hopkinson
[31], with further developments by Kolsky [32]. Since its
advent, it has been improved and extended for a wide range
of applications such as dynamic compression and tension tests
[33, 34], torsion tests (torsional split-Hopkinson bar or TSHB)
[35, 36], the Brazilian test [37, 38], fracture toughness mea-
surements [39–41], wave separation and dispersion tests
[42–44], dynamic loading experiments on geotechnical mate-
rials [45] and soft materials [46], and other high strain rate
experiments [47]. The SHPB apparatus or the KBA provides
stress-strain, strain-time, and strain rate-time relations [48],
which can be used to validate constitutive relations of mate-
rials at high strain rates [49]. The SHPB apparatus also has
been used along with infrared detectors to analyze the overall
thermo-mechanical response of materials [5, 6]. The classic
devices allow for only macro-scale analyses of dynamic re-
sponse of materials. For meso-scale analyses of deformation
in materials, the SHPB apparatus has been used along with
high-speed photography [17, 38, 49, 50] and high-speed x-ray
imaging [51].

In this paper, we report the development of a novel capa-
bility for simultaneous, time-resolved and space-resolved re-
cording of both the temperature field and the deformation field
over the same microstructure area of a sample with micron-
level spatial resolutions and microsecond temporal resolu-
tions. Referred to as MINTED (Microscale In-situ Imaging
of DynamicTemperature andDeformation Fields), the system
cohesively integrates a high-speed visible light (VL) camera
and a state-of-the-art high-speed infrared (IR) camera via a
custom-designed dichroic beam splitter-lens assembly. The
combined VL and IR images allow the deformation fields to
be obtained through digital image correlation (DIC) and the
temperature fields over the same area to be obtained through
pixel-level calibration of the differing emissivities of hetero-
geneous constituents in microstructures. Experiments are con-
ducted on granular sucrose which is widely used as a simulant
of energetic crystals [52] in a KBA or SHPB environment,
yielding both microstructure level fields along with overall
material response. The strain and temperature provide detailed
first-time insight into the processes of fracture, friction, shear
localization, and hotspot development in the microstructures.
In particular, the correlation between hotspots, microstructure,
and local deformation mechanisms is analyzed.

Experimental Layout

The overall configuration of the MINTED system in a SHPB
environment is illustrated in Fig. 1. To simultaneously capture
deformation and temperature fields, the visible (VL) and in-
frared (IR) parts of the emission spectrum from the sample
pass through a sapphire window and are separated by a di-
chroic beam splitter. VL is reflected and IR is transmitted. The

VL reflection efficiency of the dichroic beam splitter and the
IR transmission efficiency are both greater than 85%. The VL
camera is mounted vertically, while the IR camera is mounted
horizontally, directly facing the sample surface. The sample is
encased in a specimen holder, as discussed later. The IR emis-
sion passes through a set of custom-designed correction lenses
to correct wave-front distortions induced by the non-normal
incidence of the IR beam at the beam splitter which has a finite
thickness. The IR and VL cameras are synchronized in time
and calibrated in spatial positions (see below), consequently,
the VL and IR images can be coordinated for the extraction of
the deformation and temperature fields. A triggering system is
designed and built to operate the two cameras simultaneously.
Two sets of sensors are placed close to the incident bar to
detect the motion of the bar and trigger the cameras and other
devices via a control box. The control box also activates elec-
tric solenoid valves to run an air gun to start the exper-
iment and secure the loading mechanism. Illustrations
and pictures of the experimental setup are shown in
Figs. 1 and 2, respectively.

High-Speed Photography of Deformation Fields

A Phantom v2512 camera, which can operate at 25,700 fps at
1 megapixel (MP) resolution and 1,000,000 frames per second
(fps) at 128 × 32 pixels, is used to record the VL images. An
Infinity K1 long-distance microscope lens is used along with
the VL camera to zoom in far enough to capture high-
resolution micro-scale images. The VL lens magnification
factor is 2.09 and the working distance is 145 mm. The VL
images are captured by the high-speed camera, with a frame
rate of 100,000 fps, a spatial resolution of 13.4 μm, and a field
of view (FOV) of 6.9 × 4.3 mm to record the deformation of
the sample.

Selecting a proper illumination light source for high-speed
imaging in this experimental layout is challenging. A suffi-
ciently bright light source is necessary at framing rates around
100,000 fps; however, due to the high level of heat generation
by a powerful light source, temperature measurements are
likely to be affected. In addition, the custom-designed dichroic
beam splitter-lens assembly is very close to the specimen con-
finement box and the sample (< 5 mm), leaving only a very
tight space for an illuminating light source. To overcome these
challenges, four LED light sources along with fiber optics are
used. The LED light sources are placed far from the sample,
and the light is projected onto the sample through optical
fibers, as shown in Fig. 2. This configuration minimizes
heating relative to other light sources, such as halogen lights,
and permits proper placement within the tight space of the
experimental setup. We tested the temperature interference
of three available lighting options including fiber-optic halo-
gens, LED panels, and fiber-optic LEDs, the latter of which
has the least effect on the sample temperature (see Fig. 3).
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Since the system of integrated VL and IR cameras can also be
used for quasi-static experiments, the temperature interference
analysis of the illumination is carried out over a relatively long

period of 10min (Fig. 3). The fiber-optic LEDs used result in a
0.2 K increase in the temperature of the sample after 10 min.
However, for the experiments conducted, the illuminating

Fig. 1 Experimental setup for simultaneous high-speed infrared (IR) and visible (VL) imaging of microscale temperature and deformation fields under
dynamic conditions; (a) configuration of the split-Hopkinson bar apparatus and visible and infrared cameras, (b) relative positons of the confinement box, the
dichroic beam splitter, the visible microscope lens, and the infrared lens assembly, and (c) relative positions of visible and infrared fields of view

Fig. 2 Pictures of the MINTED
experimental system; (a) overall
view of the components, and (b)
close-up view of the dichroic
beam splitter, the VL and IR
lenses, and LED lighting
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lights are activated for only a few milliseconds; therefore, the
resulting effect on temperature measurements is essentially
undetectable.

High-Speed Temperature Measurements

A Telops M2k high-speed thermal imaging camera (Telops
Inc., Quebec, Canada) is used to record the IR images. This
camera operates at 2000 fps with a spatial resolution of 320 ×
256 pixels and 90,000 fps with a spatial resolution of 64 × 4
pixels. An IRmicroscope lens with the magnification factor of
2 and the working distance of 50mm is used. The IR camera is
calibrated along with the IRmicroscope lens, the corrective IR
lenses, the dichroic beam splitter, and the sapphire window.
The IR camera operates at 5000 fps with an 11.6 μm spatial
resolution and an 1.5 × 1.5 mm FOV. At these settings, the
accuracy of the temperature measurements is 0.5 K according
to calibration data. Since the IR camera is calibrated to black-
body emission, the camera reading must be re-
interpreted using the emissivity of the sample’s constit-
uents in order to arrive at the correct temperature field
for real samples. The emissivity of the sample material
(sucrose) is determined to be ~0.97 by calibrating the camera
reading to the initial (known) temperature of the sample. The
calibration is based on the Stefan-Boltzmann law in the
form of

E ¼ eσT 4
s ; ð1Þ

where E is the power flux recorded by the IR camera, e
is the emissivity of the particular material constituent at
a particular pixel of an image, σ is the Stefan-Boltzmann con-
stant, and Ts is the temperature of the sample at the pixel of
interest. The relation between the camera’s temperature read-
ing Tc for the pixel and the actual sample temperature Ts at the
pixel is σT4

c ¼ eσT4
s yielding

Ts ¼ Tcffiffiffi
e4

p : ð2Þ

This analysis assumes the emissivity remains constant dur-
ing the deformation. It is believed that changes in the emissiv-
ity at low temperatures are negligible. More accurate determi-
nation of the emissivity and emissivity changes is the subject
of our future studies.

Visible and Infrared Images Synchronization in Space
and Time

Figure 4 illustrates the electrical system of the experimental
setup. The control box sends triggering signals to the VL and
IR cameras, the oscilloscope, and the gas gun solenoids. The
same reference time is required for both cameras to allow for

synchronization of the VL and IR images in time. For spatial
correlations of the VL and IR images, we use two calibration
targets that can be identified by both cameras. The targets are
visible in the VL and IR images due to differing colors and
emissivity differences between different colors.
Figure 5(a) and (b) show the VL and IR images of a
target used to measure the spatial resolutions (pixel
sizes) of both cameras, respectively. To set a reference
coordinate for both images, we used a star sector target
and moved the center pixels of the FOVs of both cam-
eras to the center of the target [Fig. 5(c) and (d)]. Using
this reference coordinate and the pixel size of both the
VL and IR images, we spatially synchronized the cap-
tured VL and IR images (Fig. 6) for actual material
samples. In general, the IR images are not as sharp as
the VL images.

Materials

Experiments were conducted on sucrose (C12H22O11) gran-
ules with a molecular weight of 342.3 g/mol. Sucrose is a
commonly used simulant for HMX energetic crystals in im-
pact experiments [52]. The material is purchased from
Research Products International (RPI). The granules are grad-
ed using standard AASHTO sieves and three sets of samples
with the average grain sizes of 165, 362.5, and 775 μm are
selected for the experiments. Figure 7 shows the initial density
and average grain size of the three sets. The deforma-
tion of the sucrose granules is crystallographically de-
pendent. The elastic modulus of sucrose single crystals
on the (100) crystallographic plane is 38 GPa and the
modulus on the (001) plane is 33 GPa [53]. The onset
of shear stress causing plastic deformation in sucrose grains is
1 GPa [53].

Fig. 3 Comparison of the temperature increases in a sample as a result of
different lighting schemes, LED is chosen due to its negligible effect
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Loading Configuration

A classic compression split-Hopkinson bar (SHPB) or Kolsky
bar setup is used for the dynamic compression of the samples
as discussed below. The striker (projectile), and incident and
transmission bars are made from the C350maraging steel with
a density of ρ = 7800 Kg/m3 and a Young’s modulus of E =
210 GPa, yielding a bar wave speed of

c ¼ ffiffiffiffiffiffiffiffi
E=ρ

p ¼ 5188 m=s. The length of the striker is Lst =
50 cm. With this configuration, the duration of the generated
compressive pulse in the incident bar is τ = 2Lst/c = 0.2 ms.
The length and the diameter of each bar (incident and trans-
mission) is 152.4 cm (5 ft) and 1.27 cm (0.5 in), respectively.

The Sucrose grains are confined in a box with a sapphire
window. Loading is through two indenters, as illustrated in

Fig. 8. The internal dimensions of the confinement box are
5 × 7 × 5 mm. The confinement box is designed such that the
ends of the incident bar and the transmission bar are placed
inside the indenters (not visible). This design prevents lateral
movements of the confinement box and the sample relative to
the lenses in order to ensure the safety of the optics and in
order to maintain the focal distance between the sample and
the lenses necessary for capturing sharp images. The relative
positions of the confinement box, the incident bar, and the
transmission bar are shown in Fig. 1(b). Themaximum overall
strain rate in the experiments carried out is 1260 ± 90 s−1.

In a standard SHPB apparatus, the overall stress, strain and
strain rates in the sample can be calculated using the signals
obtained by strain gages mounted on the bars. A requirement
for this calculation is that the sample is relatively small and

Fig. 5 (a) and (b): visible and
infrared images of a target for
resolution determination,
respectively. (c) and (d): visible
and infrared images of a star
sector target for alignment,
respectively. The resolution of all
images is 320 × 256 pixels

Fig. 4 Schematic illustration of
electrical and control devices
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wave reverberations due to impedance mismatch between the
bars and the sample are equilibrated quickly. In this work, the
confinement box causes the wave reverberations to be more
significant relative to cases without the confinement box. As
such the standard calculations are less accurate. In this paper,
the overall strain and strain rate in the samples are calculated
based on the relative distance of the indenters (engineering
strain, ΔL/L0, where L0 = 5 mm is the initial length of the
sample in the loading direction). The relative distance between
the indenters are obtained from the VL images. This is more
accurate than using the bar signals. As for stress, we chose to
be silent rather than reporting less than reliable readings and
focus on the deformation and heating at the microstructure
level instead. It is certainly desirable to obtain the overall
stress on the sample in the future.

Results and Discussion

The experiments here focus on the evaluation of the capabil-
ities of the developed MINTED system. We begin by subject-
ing the three materials to loading under the conditions
discussed above. The recorded images are computationally

analyzed. The temperature fields reported here reflect inter-
pretation accounting for the emissivity effect based on equa-
tion 2. The temperature fields are analyzed in conjunction
with the deformation fields to correlate the locations of
hotspots with microstructure features. Digital image correla-
tion (DIC) analyses are carried out to obtain the strain fields
for comparison with the temperature fields. The use of the
three sets of samples allows the effects of grain size on the
responses of the materials to be analyzed. During the experi-
ments, the environment temperature and humidity are 296.3 ±
0.25 K and 42.9 ± 0.8 % , respectively.

Deformation Mechanisms

Under compression, the sucrose grains are fractured and
smaller crushed particles hold together and form a coherent
compact, in what is known as the briquetting process. Sucrose
has a high level of briquetting tendency under compression,
unlike other organic materials such as coal and sodium chlo-
ride [54]. Figure 9 shows an SEM image of material C
�d0 ¼ 775 μm
� �

after the experiment. This figure shows that
some grains have sizes similar to the sizes of the initial grains,
suggesting that these grains may not have fractured under

Fig. 7 Initial grain size and
density of materials

Fig. 6 Relative positions of visible and infrared fields of view for (a) the undeformed sample and (b) the deformed sample
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loading. This figure also provides visual evidence of
briquetting. Micro densification is important for achieving
sufficient areas of contact between the particles in a compact
in order for the whole sample to remain coherent after the
pressure is released (i.e., briquetting). Although organic parti-
cles such as sodium chloride, coal, and sucrose are known to
be brittle [55], these materials behave plastically if they are
small and subjected to high levels of compressive stress [56].
The critical size of a particle for transition from fragmentation
to plastic deformation is uncertain and varies over a consider-
able range of factors.

Figure 10 shows the stages of overall deformation (engi-
neering strain,ΔL/L0, where L0 = 5 mm is the initial length of

the sample in the loading direction) in the materials as a func-
tion of time during the experiments. The overall strain in the
sample is calculated using the relative positions of the in-
denters recorded in the VL images. Three stages are observed:
(1) fragmentation of grains (0 ≤ t < 0.56 ms), (2)
briquetting (0.56 ≤ t < 1.18 ms), and (3) unloading
(t ≥ 1.18 ms). The three materials show similar deforma-
tion trends; therefore, we mainly discuss material C in
this section. Figure 10 also shows the times of the in-
frared images captured at a rate of one frame for every 20
visible images based on the framing rates of the two cameras.
In addition, this figure denotes the infrared images with and
without temperature increase.

Fig. 8 Illustration of the
confinement box, the sample, and
the sapphire window for the
compression experiments

Fig. 9 SEM image of material C
after the experiment
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In the first stage of deformation (0 ≤ t < 0.56 ms), material
C (sieve 30) is compressed by 38% and inter-granular void
collapse occurs, as shown in Fig. 11. Fine grains (d ≤ 50 μm)
resulting from fragmentation flow between large grains (d ≥
250 μm) and fill the voids in between. The filled voids do not
experience as extensive deformation as unfilled voids. In this
stage, the IR camera captures two infrared images and neither
shows appreciable temperature increase. In the second stage
of deformation (0.56 ≤ t < 1.18 ms), the material is further
compressed by 10% and unlike in the first stage, a limited
amount of fragmentation is observed. Four IR images are

captured in this stage, with the latter two images showing
increases in temperature inside the material. In the last stage
(t ≥ 1.18 ms), partial unloading occurs as the overall strain
decreases from 47.1% to 41.2%. The two IR images associated
with the third stage show significant temperature increase in
the material.

Temperature Fields

The two major heating mechanisms in the materials are plastic
deformation and friction. Sucrose is known to be brittle in
general, but can deform plastically if the grains are small
and high levels of compressive stresses are present.
According to our observations, grain fragmentation in the first
stage does not directly lead to heat generation; however, frag-
mentations affect heat generation by facilitating inelastic de-
formation and, more importantly, localized frictional heating
along fragmented faces.

Experimentally, it is challenging to quantify the con-
tribution of each underlying mechanism to the formation
of hotspots. However, the simultaneous visible and in-
frared images allow the locations of the hotspots with respect
to microstructure features to be identified. The localized tem-
perature spikes or hotspots are responsible for thermal soften-
ing, thermal runaway, and ignition in energetic materials.
Identification of the locations of the hotspots is important for
understanding the underlying mechanisms leading to forma-
tion of the hotspots. For example, a hotspot inside a grain and
far from interfacial boundaries most likely results from inelas-
tic deformation, while a hotspot at a boundary likely results

Fig. 11 Visible image sequence of inter-granular void collapse (material C)

Fig. 10 Overall strain in the material as a function of time. The solid and
hollow circles show the temperature frames with and without temperature
increase, respectively
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from frictional dissipation. In addition, knowledge of the po-
tential locations of hotspots can be used to modify the local
thermo-mechanical response of materials by changing the
constituent and interfacial properties.

Figure 12(a) and (b) show a sequence of visible images and
the corresponding temperature fields for material C, respec-
tively. The first infrared image showing temperature increase
is captured at t = 0.8 ms, which occurs in the second stage of
deformation. Due to the highly non-uniform stress distribu-
tions, some grains experience little deformation or failure. As
a result, a few large grains (d ≥ 250 μm) remain in the bri-
quette. Inelastic deformation occurs after micro-squashing.
Therefore, unfragmented or partially fragmented grains show
little plastic deformation in the interior but mostly frictional
heating and deformation at or near the boundaries. The bound-
aries of larger grains are the primary locations of hotspots, as
shown in Fig. 12(b), suggesting the primary role of interfacial
friction in the formation of these hotspots.

Variations in grain size of the materials provide perturba-
tions to the thermo-mechanical processes, causing tempera-
ture distributions to differ. Figure 13 shows the temperature
distributions in the three materials at t = 1.23 ms. Despite the
higher overall temperature levels, the temperature fields in the
materials with smaller grain sizes (materials A and B) are less
localized. Materials with smaller grains experience more en-
ergy dissipation, since smaller grains are more likely to under-
go plastic deformation, and their high surface to volume ratios
facilitate frictional dissipation. As a result, the samples with
smaller initial grain sizes show higher amounts of heating and
higher overall temperatures than materials with larger grain
sizes. However, despite the higher amounts of overall heat

generation, the materials with smaller grains have lower levels
of peak temperatures. This reduction in localized heating re-
sults from two factors. First, energy dissipation from plastic
deformation spreads more widely in and is less localized.
Second, frictional heating is more uniformly distributed since
more sites for frictional heating exist.

Figure 14(a) and (b) show the average temperature and the
peak temperature levels of the materials. The materials
with larger grain sizes have lower average temperatures
but higher peak temperatures. Specifically, the difference be-
tween the average and peak temperatures in material A
d0 ¼ 165 μm
� �

is only 1.3 K, while the difference in material
C d0 ¼ 775 μm
� �

is 16.5 K. The uncertainty in temperature
measurements is 0.5 K according to calibration data. The cor-
relation between local deformation and temperature in
hotspots is discussed in the next section.

Digital Image Correlation (DIC) Analysis
of Deformation

Hotspots result from various deformation mechanisms; there-
fore, the deformation fields are very useful in the determina-
tion of dominant mechanisms contributing to the formation of
hotspots. To obtain the strain fields, we performed digital im-
age correlation (DIC) analysis, a widely used non-contact
technique for measuring material deformation. The analysis
is carried out with the Ncorr, an open-source subset-based
package with enhanced algorithms [57]. This package uses
the reliability-guided digital image correlation (RG-DIC)
framework [58]. Since displacements are at discrete locations,
strain fields calculated directly from displacements tend to be

Fig. 12 Visible and infrared image sequences of material C. No temperature increase is observed for t < 0.8 ms
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noisy and unreliable. To address this issue, Ncorr uses a 2D
Savitzky-Golay (SG) digital differentiator based on the
principle of local least-square fitting with two-dimensional
polynomials [59].

DIC analysis assumes displacement continuity in the re-
gion of interest (ROI) where the correlation is performed.
The incorporation of discontinuities in DIC analyses is an
open problem in the literature. For the cases when the discon-
tinuity path is known, the displacement field on each side of
the discontinuity can be analyzed separately [60]. A potential
drawback of this approach is that the displacements at or near
the discontinuities/interfaces cannot be calculated directly. We
are aware of attempts to obtain the displacements in the neigh-
borhood of an interface via extrapolation. Even so, traction
continuity across the interface cannot be ensured. A DIC anal-
ysis is even more complex and less reliable when arbitrary
crack initiation sites and propagation paths exist. Because of
these reasons and the significant fragmentation in the first
stage of deformation, the DIC analysis is only performed for
the second stage of deformation when the material is
briquetted. Therefore, the obtained strain fields from the
DIC analysis are not representative of the total deformation

from the very beginning of loading. In general, out-of-plane
movements of grains are unavoidable and these movements
partially degrade the DIC results. Out-of-plane movements of
grains are restricted during the second stage as a result of
briquetting. After briquetting, the sample has planar surfaces.
These surfaces remain planar during the deformation process
as a result of confinement. For confined compacted sugar
samples, Forsberg and Siviour (2009) performed 2D-DIC
and 3D digital volume correlation (DVC), and showed that
the results of 2D and 3D analysis are very close [61]. To
estimate the distortion levels of IR and VL images, we used
distortion targets which consist of arrangement of identical
speckles with known distances. The long-distance microscope
lenses used for the IR and VL imaging showed negligible
levels of distortion.

Figure 15 shows the reference image, the final image, and
the subset size with respect to the microstructure for the DIC
analysis. The natural pattern of the briquette is used for the
DIC analysis [61]. To compensate for the lack of a speckle
pattern, a large circular subset with a diameter of 50 pixels
(0.67 mm) and a total number of 1964 pixels is used. The
subset size is large enough to circumscribe the largest grain

Fig. 13 Temperature fields in the materials at t = 1.23 ms; (a) material A, (b) material B, and (c) material C

Fig. 14 (a) Average temperature
levels in the materials and (b)
peak temperature levels in the
materials as functions of time. At
t = 0.83 ms, material B
d0 ¼ 363 μm
� �

is at the initial
temperature state. The error bars
show the uncertainty in
temperature measurements
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in the reference image [see Fig. 15(a)]. In the second stage, the
average stain rate is 153 s−1 and the maximum strain rate is
697 s−1 which occurs at the beginning of this stage. Therefore,
with a temporal resolution of 10μs, the average strain increase
between successive frames is 1.5 × 10−3 and the maximum
strain increase between successive frames is 7 × 10−3 which
occurs only for the first few frames.

Figure 16 shows the temperature and Almansi strain fields
of material C at t = 1.0 and 1.2 ms. The Almansi strain tensor
is defined through

ε ¼ 1

2
I−F−T F−1� �

; ð3Þ

where I and F are the second-order identity and the
deformation gradient tensors, respectively. The super-
scripts "-T" and "-1" denote the inverse transpose and inverse
of tensors, respectively. The strain fields show the local defor-
mation in the sample from the beginning of the second stage
of deformation (t = 0.56 ms). Therefore, these strain fields are

not representative of the total deformation in the sample since
the very beginning of loading. Since the temperature of the
material does not begin to increase appreciably until the latter
part of the second stage of deformation, the deformation
mechanisms involved in the second stage are primarily re-
sponsible for the temperature increase in the material. The
strain fields indicate highly heterogeneous deformation. The
normal strains show regions of instantaneous expansion and
contraction in both axial directions. The shear strains show
vertices or shear in both the clockwise and counterclockwise
directions. These features are consistent with the flow of gran-
ular materials.

Correlation between Deformation and Temperature
in Hotspots

With the VL and IR image sequences, the unique MINTED
capability allows the determination and tracing of the trajec-
tories of hotspots or material points with respect to the

Fig. 15 (a) The reference image
and the subset size, and (b) 2 out
of the 63 intermediate frames and
the final image used for the DIC
analysis. The black dash line
shows the external boundaries of
the sample and the red dash line
shows the FOVof the IR camera

786 Exp Mech (2019) 59:775–790



microstructure. To achieve this, the VL and IR images are first
spatially and temporally synchronized. The hotspot or materi-
al point Xi has position xi = xi(Xi, t) at time t. This position is
obtained by solving the for xi in the form of

xi ¼ Xi þ u xi; tð Þ; ð4Þ
where u(xi, t) is the Eulerian displacement measured at xi at t.
Figure 16(a) shows three hotspots in the sample at t = 1.0 ms
and the corresponding local strains. Two of these hotspots are
traced and their temperatures and local strains are captured at
t = 1.2 ms [Fig. 16(b)].

Although the overall strain essentially ceases to evolve in
the second half of the second stage of deformation, a fraction
of the input work stored in the sample dissipates over time,
causing local deformation to continue and temperature to in-
crease further. As evidence, Fig. 16 compares the temperature
and strains of two hotspots (denoted with T 2 and T 3) at t = 1.0
and 1.2 ms, when the overall strain of the sample remains
constant �ε ≅ 0:47ð Þ: The temperature increases in the two
hotspots from t = 1.0 ms to t = 1.2 ms are accompanied by
increases in the local shear strain (εxy) in the hotspots.
Specifically, the 8.4 K increase in the temperature of hotspot
3 (labeled with T 3 in Fig. 16) is associated with a ~0.3%
increase in εxy.

Figure 17(a) quantifies the number and average area of
hotspots whose interior temperatures are above or at

temperature T in Fig. 16(b). Figure 17(b) quantifies the defor-
mationmodes (volumetric and maximum shear strains) for the
hotspots in Fig. 16(b). The two major heating mechanisms in
the materials are plastic deformation and friction, both of
which result from shear deformation beyond certain limits. It
is challenging to separate the contributions of the two mech-
anisms without additional information. In this regard, our re-
cent computational simulations can provide more details [62].
Both volumetric strain and maximum shear strain levels are
higher in the hotspots with higher temperatures and the shear
deformation is more pronounced in the hotspots. The results
show a direct correlation between maximum shear strain and
temperature levels in hotspots.

Effect of Subset Size on Computation of Local
Deformation Levels

Proper selection of subset size relative to the length-scale of
physical features is important in DIC analyses. Smaller sub-
sets yield better resolutions for small-scale features while larg-
er subsets cause more averaging and may be appropriate for
larger-scale features. Results obtained from smaller subsets
contain higher levels of noise that may obscure small-scale
physical features. Large subsets reduce noise levels but may
not allow capture of small-scale physics. In addition, a subset
needs to be large enough to track an arrangement of speckles/
features in order to perform correlation. In the experiments

Fig. 16 Temperature and strain fields for material C; (a) t = 1.0 ms, and (b) t = 1.2 ms. These strain fields show the local deformation in the sample from
the begining of the second stage of deformation (t = 0.56 ms)
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here, the natural pattern of the briquetted sample is used for
the DIC analysis. To compensate for the lack of a speckle
pattern, the subset needs to be large enough to capture bound-
aries of grains in order to calculate the deformation fields
inside grains. Therefore, a large circular subset with a diameter
of 0.67 mm (50 pixels) that circumscribes the largest grain in
the sample is used [see Fig. 15(a)].

Hotspots are important physical features in the experiments
performed here. Hotspot 2 (labeled with T 2 in Fig. 16) is at the
boundary of a small grain with a size of 0.173 mm next to
another grain with a size of 0.3 mm. Therefore, a good corre-
lation can be achieved even with subset sizes smaller than
0.67 mm (50 pixels) for the neighborhood of hotspot 2.
Figure 18 shows the strain components associated with
hotspot 2 at t = 1.0 and 1.2 ms for subset sizes 0.4 − 0.94
mm (30 − 70 pixels). The smallest subset with a size of
0.4 mm (30 pixels) yields the highest level of εxy but the
lowest levels of εxx and εyy in hotspot 2. As the subset size
increases to 0.94 mm (70 pixels), εxy decreases and the normal
strains (i.e., εxx and εyy) reach constant levels. The increase in
εxy with decreasing the subset size shows that the shear defor-
mation is more localized. Since this localized deformation
occurred at a grain boundary, this shear deformation results
from friction. This observation is consistent with what we see

in our recent computational study [62]. In addition, the in-
crease in εxy associated with the 6.4 K increase in the temper-
ature of hotspot 2 from t = 1.0 ms to t = 1.2 ms is perspicuous
with small subsets. Specifically, the increase in εxy from t =
1.0 ms to t = 1.2 ms is 1.4% for the subset size of 0.4 mm (30
pixels) while the increase is only 0.1% for the subset size of
0.64 mm (50 pixels).

Conclusion

A novel capability (MINTED, or microscale in-situ imaging
of temperature and deformation fields under dynamic load-
ing) for time-resolved and space-resolved measurements of
the temperature and deformation fields at the microstructure
level for dynamic conditions is developed. The method inte-
grates a state-of-the-art high-speed infrared (IR) camera and a
high-speed visible light (VL) camera in a split-Hopkinson
pressure bar (SHPB) or Kolsky bar apparatus. To simulta-
neously capture deformation and temperature fields at normal
incidence, the visible (VL) and infrared (IR) emissions from
the sample are separated by a dichroic beam splitter. The beam
splitter reflects VL light and directs the light into the VL
camera. This is a general capability that can be used to study

Fig. 18 Variations in local strains
(εxx, εyy, and εxy) inside hotspot 2
(labeled with T 2 in Fig. 16)
during the second stage of
deformation as a function of
subset size; (a)
t = 1.0 ms, and (b) t = 1.2 ms.
Here, ε denotes the overall strain
occurred in the sample during the
second stage of deformation

Fig. 17 (a) Number and average
area of hotspots whose interior
temperatures are above or at
temperature T, and (b) local
volumetric and maximum shear
Almansi strains in hotspots as
functions of hotspot temperature
for material C at t = 1.2 ms
[Fig. 16(b)]
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deformation, failure and heating in a range of materials, in-
cluding metals, composites, ceramics, soft materials, and en-
ergetic materials.

To demonstrate the capabilities of theMINTED system, we
performed experiments on sucrose granules, which are widely
used as a simulant of energetic crystals. The experiments in-
volve three sucrose materials with the average grain sizes of
165, 362.5, and 775 μm. The samples are confined in a box
behind a sapphire window. Under loading, the grains are
fragmented, squashed, and briquetted. The materials undergo
significant temperature increases in the briquetting stage.
Despite higher overall temperature levels, the temperature
fields in the materials with smaller grain sizes are less local-
ized. The unique capability here for simultaneous measure-
ments of deformation and temperature fields allows the deter-
mination and tracing of the locations of hotspots or material
points with respect to the material microstructure features. The
results show that the boundaries of unfragmented grains are
the primary locations of hotspots. The maximum shear strain
levels are locally higher than volumetric strain levels in the
hotspots, and there is a direct correlation between maximum
shear strain and temperature levels in hotspots.
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