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Microscopic defects such as voids and cracks in an energetic material significantly influence its
shock sensitivity. So far, there is a lack of systematic and quantitative study of the effects of cracks
both experimentally and computationally, although significant work has been done on voids. We
present an approach for quantifying the effects of intragranular and interfacial cracks in polymer-
bonded explosives (PBXs) via mesoscale simulations that explicitly account for such defects. Using
this approach, the ignition thresholds corresponding to any given level of ignition probability and,
conversely, the ignition probability corresponding to any loading condition (i.e., ignition probability
maps) are predicted for PBX 9404 containing different levels of initial grain cracking or interfacial
debonding. James relations are utilized to express the predicted thresholds and ignition probabilities.
It is found that defects lower the ignition thresholds and cause the material to be more sensitive.
This effect of defects on shock sensitivity diminishes as the shock load intensity increases.
Furthermore, the sensitivity differences are rooted in energy dissipation and the consequent hotspot
development. The spatial preference in hotspot distribution is studied and quantified using a parame-
ter called the defect preference ratio (r pref ). Analyses reveal that defects play an important role in
the development of hotspots and thus have a strong influence on the ignition thresholds. The find-
ings are in qualitative agreement with reported trends in experiments. Published by AIP Publishing.
https://doi.org/10.1063/1.5031845

I. INTRODUCTION

The performance, reliability, and survivability against
mechanical insults of energetic materials significantly depend
on the heterogeneous microstructures of the materials.1 As a
result, defects, as an unavoidable source of microstructure
heterogeneities, play a crucial role in determining the overall
behavior of the materials. It is important to understand and
quantify the role of defects in order to develop new materi-
als and tailor materials for applications. Polymer-bonded
explosives (PBXs) which consist of at least two constituents—
energetic granules and a polymer binder—require sophisticated
manufacturing processes and inevitably contain heterogeneous
intragranular and interfacial defects.2 For example, Fig. 1 is a
microscopic image of a hot-pressed PBX specimen.3 It mani-
fests defects in the forms of intragranular cracks in the explo-
sive granules and debonding at the grain-binder interfaces
commonly seen in such materials. Analysis of the effects of
the defects is important and intrinsically challenging. There
have been experimental studies on the effect of the defects
on shock sensitivity of PBXs. Baillou et al.4 studied PBX
containing cyclotrimethylene trinitramine (RDX) grains and
hydroxyl-terminated polybutadiene (HTPB) binder and found
that the sensitivity increases with both the number and size
of grain defects. Van der Steen et al.5 found that defects

formed on grain surfaces during casting can make PBX more
sensitive to shock loading. Borne’s experiments6,7 on RDX-
and HMX-based composites substantiate these findings and
further pointed out that the influence of defects on the sensi-
tivity decreases as shock pressure increases. However, there
has been little systematic study on why and how the defects
are related to shock sensitivity. Furthermore, there is a lack
of quantification of the effects, as defect content in PBX is
difficult to measure8 and hard to control9 in experiments.
Given a certain amount of defects in a PBX, is it possible to
know how much the impact sensitivity of a PBX would
change? A computational approach can avoid some of the
practical challenges and provide answers to this question as it
allows explicit consideration of both initial and evolving
defects and pertinent mechanical and thermal processes.

In this paper, a numerical framework is used to predict
the ignition threshold of PBXs with initial defects in the
forms of transgranular cracks and interfacial debonding sites
(interfacial cracks). The computational model explicitly cap-
tures the effects of microstructures including random constit-
uent morphology, size distribution of energetic granules,
initial configuration of defects, properties of binder, and
grain-binder interfacial behavior. The framework is based on
a Lagrangian cohesive finite element method (CFEM), and
the recent developments1,10–14 of the computational capability
allow mechanical and thermal processes such as elasto-visco-
plasticity, elasto-viscoelasticity, fracture, crack propagation,
frictional heating along the cracks, and heat conduction to be

a)Author to whom correspondence should be addressed: min.zhou@gatech.edu.
Tel.: 404-894-3294, Fax: 404-894-8336.

JOURNAL OF APPLIED PHYSICS 124, 165110 (2018)

0021-8979/2018/124(16)/165110/13/$30.00 124, 165110-1 Published by AIP Publishing.

https://doi.org/10.1063/1.5031845
https://doi.org/10.1063/1.5031845
https://doi.org/10.1063/1.5031845
mailto:min.zhou@gatech.edu
http://crossmark.crossref.org/dialog/?doi=10.1063/1.5031845&domain=pdf&date_stamp=2018-10-29


effectively tracked. Since James and Lambourn’s observa-
tion15 substantiates the equivalence between the detonation
event and the existence of critical hotspots initiating a
thermal runaway, it is unnecessary in this paper to explicitly
assess the issue of subsequent burn following a hotspot
reaching criticality. Instead, we only focus on the establish-
ment of the threshold of ignition based on the criticality of
hotspots. The criticality of hotspots in the present study is
determined by an ignition criterion given in Barua et al.10

Details are discussed in Sec. II D.
This paper includes four parts. The first part briefly

introduces the defective materials studied and the computa-
tional framework utilized. Defective PBX 9404 is selected
for simulation because the ignition thresholds for perfectly-
bonded PBX 9404 have been thoroughly studied in Ref. 1
and agree well with the experimentally measured results.16–18

The second part predicts the ignition thresholds for the mate-
rial containing two types of initial defects and the influence
of the initial defects on energy dissipation and consequent
hotspot distribution in the material microstructures. The third
part emphasizes the probabilistic ignition thresholds associ-
ated with inherent material heterogeneities. The last part dis-
cusses the quantitative relation between the spatial
distribution of hotspots and initial defects.

II. FRAMEWORK OF ANALYSIS

A. Materials and microstructures

Energetic granules and a polymer binder are the typical
constituents of polymer-bonded explosives (PBXs). HMX
(Octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine) has higher
energy density than the other commonly used materials for
energetic particles and thus becomes an attractive research
topic in the past few decades.19–22 PBX 9404 is HMX based
and consists of 94% HMX, 3% Nitrocellulose (NC), and 3%
plasticizer in weight fraction.

The microstructures computationally generated in the
present study have 81% HMX grain and 19% binder in
volume fraction. Although the theoretical volume fraction of

HMX in PBX 9404 is 91.5%, Benson and Conley23 and Mas
et al.24 observed that actual fractions in microstructures are
lower, owing to the fact that some HMX granules are too
small to be resolved and some others are absorbed in the
binder. Kim et al.1 employed a set of microstructures of PBX
9404 with a grain volume fraction of 81% to predict the
shock ignition thresholds which agree well with experimen-
tally measured thresholds. The present paper uses the same
HMX content for PBX microstructures as in Kim et al.1

Similar to the method used in Kim et al.,1 the polygonal
shapes of the HMX granules that are in accordance with the
microscopic observation are created by Voronoi tessellation.
The average equivalent diameter of the grains is 210 μm and
it has a monomodal size distribution whose standard devia-
tion is 66 μm. Details of the microstructural attributes of the
two-phase (HMX/binder) PBX and the method used to gen-
erate the microstructure are described in Ref. 13. This
approach provides us a feasible way to create large numbers
of samples with the prescribed statistical attributes and makes
it possible to control the overall statistical attributes when
generating multiple microstructures.

In addition to variations in constituent morphologies as
embodied by the multiple samples, randomly distributed
initial defects are also considered in each of the microstruc-
tures. Although different types of defects exist simultane-
ously (cracks inside energetic granules, cracks along
granule-binder interfaces or interfacial debonding sites, and
voids) and may have a variety of morphologies in real
samples (as seen in Fig. 1), it is desirable to delineate and
quantify the effects for each type. Here, we focus on the
cracks. The reason is twofold: (1) there have been significant
studies on the effects of a single void or a small number of
voids on the response and reaction of energetic materials
using Eulerian computational methods,22,25–28 and, in con-
trast, there has been very little study on the effects of cracks,
especially the effects of populations of cracks at the micro-
structure level; and (2) the Lagrangian cohesive finite
element framework (CFEM) used here to explicitly resolve
and track distributed cracks is less suitable for voids com-
pared with Eulerian frameworks. For these reasons and to
separately delineate the effects of each type of cracks, two
sets of microstructure samples are used. The first set of
microstructures involves defects in the form of pre-existing
debonding sites at grain-binder boundaries. These sites of
debonded interfaces (interchangeably referred to as interfacial
cracks) have surface pairs in contact without cohesion. They
can be considered as sites of totally damaged segments of
interfaces with varying lengths. Three levels of total damage
or overall extent of initial debonding (0%, 50%, and 100%,
as shown in Fig. 2) are considered. These levels represent the
ratio between the cumulative length of initially debonded
grain-binder interfacial sites around each HMX grain and the
total grain-binder interface length of that grain. The percent-
age levels also represent the overall fractions of a sample’s
debonded interfaces. In the implementation here, each grain
has at most one debonding site and its location is randomly
assigned. The second set of microstructures involves defects
in the form of initial transgranular cracks. Randomly selected
grains contain randomly oriented and randomly located

FIG. 1. Intragranular and interfacial cracks in a hot-pressed PBX specimen.
Reproduced with permission from Skidmore et al., in 11th Symposium
(International) on Deonation, Snowmass Village, CO, 1998. Copyright
Office of Naval Research, 1998.
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through cracks. Each initial crack starts from a random point
on a grain boundary, goes straight through a grain, and ends
at another point on the boundary. No crack ends in the inte-
rior of a grain. Three levels of initial cracking (0%, 10%, and
20%, as shown in Fig. 3) are considered. These levels repre-
sent the ratio between the cumulative length of transgranular
cracks and the total length of all grain boundaries in a micro-
structure. In the implementation here, each grain has at most
one transgranular crack. The levels of defects chosen here lie
in the range of the defect content observed in
experiments.3,29–31 Both initial debonding (interfacial cracks)
and initial cracking (transgranular cracks) involve the contact-
ing surface pairs having zero bonding strength, with the rest
of the microstructures not involved in the defects having
normal bonding.

B. Configuration for analysis

In the experiments of Weingart et al.,16 Gittings,17 and
Trott and Jung,18 the impact produced by a launched thin
flyer generates a loading pulse. The propagation of the
loading pulse throughout the specimen is shown in Fig. 2 of
Ref. 32. To emulate the experimental conditions, for a speci-
fied time duration, a prescribed particle velocity is applied at
the impact surface [left boundary of the sample in Fig. 4(a)].
The top, bottom, and right boundaries are constrained to
ensure that there is no perpendicular displacement or lateral
expansion at the boundaries. This is a two-dimensional plane
strain configuration and it is approximately equivalent to the
conditions of macroscopic uniaxial strain. The piston velocity
(Up) required can be determined by the impedances (ρUs) of
the flyer and the sample. In the experiments, the loading
conditions studied are equivalent to the range of particle
velocity Up ¼ 371� 1960m=s. In the present studies,

Up ¼ 400� 1000m=s. The pulse duration in the present cal-
culations has a range of τ = 40–800 ns, which can be deter-
mined by the thickness of the flyer. At each load intensity,
successively longer loading pulses are imposed for each
sample. Using such a method, the precise condition for igni-
tion at each load intensity can be determined. Table I lists the
imposed particle velocity, the range of input energy, the
range of pulse durations, and the finest pulse increment that
are used in this study. Figure 4(b) shows the time history of
the load profile. To eliminate infinite acceleration at the
impact surface (left boundary) in Fig. 4(a), in a ramp time of
tramp = 10 ns, particle velocity increases from 0 to Up and is
kept constant until t ¼ τ. When t � τ, the pulse loading
comes to an end and the impact surface (left boundary) is
released from the velocity loading.

C. Material behavior

A Lagrangian cohesive finite element method
(CFEM)10–12 is used. This framework ensures that hotspot
evolution resulting from thermo-mechanical energy dissipa-
tion in the constituents of PBXs under shock pulse loading
can be explicitly captured. The grain material follows an
elasto-viscoplastic constitutive law that incorporates hydro-
static stress-dependence. The binder follows an elasto-
viscoelastic constitutive law. Specifically, to account for the
hydrostatic stress-dependence of the material behavior, the
hydrostatic part of the stress tensor carried by all the constitu-
ents follows the Birch-Murnaghan equation of state or the
B-M EOS; the deviatoric part of the stress tensor of the grain
material follows the elasto-viscoplastic constitutive law
developed by Zhou et al.;33 for the binder, the deviatoric
part of the stress follows the Prony series that is defined in
Mas et al.34 Cohesive elements are embedded inside each

FIG. 3. Microstructures with different levels of initial transgranular cracks in the energetic granules, with total crack length being (a) 0%, (b) 10%, and (c) 20%
of total grain boundary length.

FIG. 2. Microstructures with different levels of initial debonding at grain boundaries: (a) 0%, (b) 50%, and (c) 100%.
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constituent and at all boundaries between the constituents to
account for crack propagation. The bilinear traction-
separation law these cohesive elements follow is described in
detail by Zhai et al.35 In the present study, initial grain crack-
ing and interfacial debonding are created by assigning zero
bonding strength to the corresponding cohesive elements,
with the rest having normal bonding. An algorithm given by
Hardin36 is used for contact detection of surfaces after frac-
ture. The surface elements that are in contact are controlled
by the Coulomb friction damping model. The mechanical
deformation and failure models and Fourier’s heat conduc-
tion model are coupled to account for material’s thermal con-
duction. Frictional dissipation along interfaces, plastic
dissipation, viscoelastic dissipation, and heat conduction are

the sources that contribute to the local temperature rise and
consequent hotspot development in the PBX under dynamic
loading. Details of the algorithm and models are specified in
Ref. 12. Parameters of the models and relevant material prop-
erties are tabulated in Tables 2–5 by Kim et al.1

D. Criterion for determining the onset of ignition

The initiation of chemical reaction in the energetic phase
(grains) is determined by a criterion developed in Refs. 1 and 10
providing a dependence of critical hotspots on their size and
temperature,

d(T) � dc(T), (1)

where d denotes the equivalent hotspot size at or above the
temperature of interest (T) developed during a pulse loading.
dc represents the threshold size of a hotspot required to initi-
ate thermal runaway under the given temperature of interest
(T). Criticality of HMX on the right-hand side of Eq. (1) is
analyzed by Tarver et al.37 using chemical kinetics by con-
sidering multistep reaction mechanisms. Their model is
advantageous such that both reactants and products are pres-
sure and temperature dependent. The model is thus used to
determine the quantitative relation between critical size and
temperature of a hotspot in our framework. The left-hand
side of Eq. (1) accounts for the calculated temperature fields

FIG. 4. (a) Loading and boundary conditions of the computational model, (b) history of the velocity applied on the impact face (left boundary), and [(c)–(g)]
critical hotspot locations at t = 1.6 μs, Up = 600m/s, and τ = 200 ns in a microstructure; in particular, (c) without initial defects, [(d)–(e)] the same microstructure
with initial transgranular cracks [total crack length is 10% (d) or 20% (e) of total grain boundary length], and [(f )–(g)] the same microstructure with 50% (f) or
100% (g) initially debonded grain boundaries. Yellow circles indicate critical hotspots, and white dotted circles indicate some sub-critical hotspots. Red line
segments indicate locations of some relevant initial defects. The images provide visual confirmation of the relationship between defects and hotspots.

TABLE I. Loading conditions and minimum increments between successive
durations.

Up

(m/s)
P·Up

(GW/cm2)
Range of pulse

duration tpulse (ns)
Range of E
(kJ/cm2)

Minimum tpulse
interval (ns)

400 0.0972 200–1200 0.0185–0.123 40
600 0.243 50–300 0.00892–0.0731 10
800 0.465 30–180 0.00761–0.0819 5
1000 0.773 30–80 0.0121–0.0482 2
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in the microstructures. Because there exist temperature varia-
tions within each hotspot, a ±10% band relative to the mean
is used in the threshold condition, suggesting a hotspot being
critical when it is above 90% of the average value. Details of
the thresholds can be found in Refs. 1 and 10. Critical and
some sub-critical hotspots in a microstructure with different
contents of the defect are shown in Figs. 4(c)–4(g).

III. FINDINGS

To account for microstructure randomness, a set of five
statistically consistent microstructures with different levels of
defects are created as described in Sec. II A. At the impact
face, these samples are subject to velocity loading conditions
introduced in Sec. II B. Second, the size-temperature initia-
tion criterion delineated in Sec. II D is used to determine
whether a hotspot has reached criticality. If the number of
critical hotspot reaches a prescribed number in a sample, the
sample has reached criticality. Third, the loading conditions
under which 50% of the samples achieve ignition are deter-
mined. These loading conditions resulting in a 50% ignition
probability serve as the basis to obtain the initiation probabil-
ity throughout the entire loading range using a modified
James type relation.38,39 The results are used to analyze the
effects of interfacial and transgranular defects on the ignition
thresholds. A microstructure analysis is also carried out to
quantify the relationship between hotspot development and
defects. To this end, the spatial preference in hotspot distribu-
tion is studied and the proximity of hotspots to pre-existing
microstructure defects is calculated. It is found that there is a
gravitation of hotspots toward initial defects.

A. Ignition threshold

Ignition thresholds for 50% initiation probability are
studied and analyzed using the relation proposed by James38

and modified by Welle et al.39 The relation has a form of

Πc

Π
þ Ec

E
¼ 1, (2)

where the energy fluence E ¼ PUpτ is the amount of energy
that has been imparted to the specimen per unit area up to a
given time, and the power flux Π ¼ PUp is a measure for the
time rate at which work imparted to the material per unit area
of the impact face. Πc and Ec denote the critical power flux
and the critical input energy, respectively. By definition, the
input energy E is equivalent to time integration of the power
flux Π over the pulse duration τ. Equation (2) originates from
a shock initiation threshold based on the critical input energy
concept introduced by Walker and Wasley.40 This relation
involves an asymptote Π ¼ Πc so it can better represent
experimental data at low impact velocities. The Appendix in
Kim et al.14 contains the detailed derivation. The underlying
physical mechanism tracked by Eq. (2) is the fact that as
loading rate increases, the amount of energy required to
cause ignition decreases. In Figs. 5(a) and 5(b), the computa-
tionally obtained thresholds for PBX 9404 with different
levels of initial grain boundary debonding [Fig. 5(a)] and
initial transgranular cracking [Fig. 5(b)] are compared in the
James (E� Π) space. Each data point in Figs. 5(a) and 5(b)

denotes a threshold of 50% ignition probability determined
using five microstructures for each loading condition and
each defect level. Each dotted curve represents fits of the
numerically obtained data to the modified James equation in
the form of Eq. (2) for each level of defect. The results in
Figs. 5(a) and 5(b) show that increasing load intensity lowers
the ignition thresholds in general, as expected. It can also be
seen that defects lower the ignition thresholds, with higher
levels of defects corresponding to lower ignition thresholds.
This trend is consistent with the experiments of Baillou
et al.4 and Van der Steen et al.5 on RDX-based PBX.
Figures 5(a) and 5(b) also compare the calculated ignition
thresholds and available experimental data from Weingart
et al.,16 Gittings,17 and Trott and Jung.18 Unfortunately, the
cited references do not discuss the type and level of defects,
or the possible lack of them, in the samples. Since the three
separate studies involved samples from at least three

FIG. 5. [(a)–(b)] Thresholds for 50% ignition probability in the E-Π space
for PBX 9404 with (a) different levels of initial grain boundary debonding
and (b) different levels of initial transgranular cracking. The dotted lines
represent fits to the James relation (Πc=Πþ Ec=E ¼ 1). Experimental data
“ ” are from Weingart et al.,16 Gittings,17 and Trott and Jung.18 (c) The
ratio between 50% ignition thresholds (in terms of energy fluence) of PBX
9404 with and without initial defects, with the ignition threshold of the
intact material [black data points in (a)–(b)] being 100% for each load
intensity.
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independent sources and batches, there is a significant
amount of scatter in the experimental data, due to sample
variations in terms of microstructure, defects, and prepara-
tion. However, the calculated results are in general agreement
with the experimental results. Since micrographs are not
available for the materials used in the experiments, it is not
possible to, at this time, ascertain and delineate the effect of
defects in the experimental data. As such, it is desirable to
have experimental results that systematically address the
effects of defects. Part of this will have to involve systematic
control of defects in the manufacturing process. In Fig. 5(c),
quantitative comparisons between the 50% ignition thresh-
olds (in terms of energy fluence) for PBX 9404 with and
without defects are graphed, with the threshold of the intact
material being 100% for each load intensity. It quantitatively
provides information regarding the influence of the initial
defects on the 50% probability threshold. Consistent with the
experimental observation of Borne,6,7 the effect of initial
defects decreases as loading rate increases, as indicated by
the converging threshold curves in Figs. 5(a) and 5(b) and
the converging data points representing different defect levels
in Fig. 5(c) in the high load intensity region. These observa-
tions are applicable to both types of defects.

B. Ignition probability map

The data points and curves in Fig. 5 show the thresholds
for a 50% ignition probability. These 50% probability thresh-
olds are determined using multiple microstructure samples
subjected to the same loading conditions. Just like multiple
samples in experiments allow the statistical distribution of a
material property (ignition threshold in this case) to be quan-
tified, the multiple statistically similar samples (microstruc-
tures) in the calculations allow the ignition threshold
corresponding to any ignition probability level to be deter-
mined. Conversely, the use of multiple statistically similar
samples (microstructures) also offers a mechanism to deter-
mine the probability of ignition for any macroscopic loading
condition as represented by any point (E,Π) in the James
space shown in Figs. 5(a) and 5(b). As pointed out by
Gresshoff and Hrousis,41 probable causes of the statistical
variation of measured ignition behavior include uncertainties
from experimental conditions and effects of material

heterogeneities inherent in the samples. Although both types
of stochasticity exist in experiments, only the latter is consid-
ered in the present study. Gresshoff and Hrousis41 further
modified the James criterion and introduced the James
number J, a quantitative measure that facilitates probabilistic
analysis. The modified James relation is in the form of

Πc

Π
þ Ec

E
¼ 1

J
: (3)

When J ¼ 1, Eq. (3) is equivalent to the James relation with
a 50% initiation probability in Eq. (2); when J > 1, it corre-
sponds to the loading conditions under which more than
50% of the samples reach criticality; and when J < 1, condi-
tions that result in lower than 50% ignition probabilities are
implied.

Figure 6(a) shows the computationally determined igni-
tion probabilities for PBX 9404 with initially debonded grain
boundaries, and Fig. 6(b) shows the corresponding results for
PBX 9404 with initial transgranular cracks as a function of
the James number J. Note that J = 1 corresponds to a proba-
bility of 50% by definition. The data points are analyzed
using the Gaussian distribution function as

P(J) ¼ 1

σ
ffiffiffiffiffi
2π

p
ðJ

�1
exp � (x� 1)2

2σ2

� �
dx

¼ 1
2

1þ erf
J � 1ffiffiffi
2

p
σ

� �� �
(4)

FIG. 6. Ignition probabilities as a function of the James number J for PBX 9404 with (a) initial grain boundary debonding and (b) initial transgranular cracking.
J = 1 corresponds to a probability of 50%.

TABLE II. Parameters in James initiation thresholds and standard
deviations presented in Fig. 6.

Condition of PBX 9404 Πc (GW/cm2) Ec (kJ/cm
2) σ

No defects 0.0420 0.0451 0.15
50% initial debonding 0.0303 0.0407 0.085
100% initial debonding 0.0242 0.0369 0.045
10% initial cracking 0.0398 0.0402 0.079
20% initial cracking 0.0299 0.0381 0.16
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and

P(E, Π) ¼ 1
2
þ 1

2
erf

1ffiffiffi
2

p
σ

EΠ
ΠEc þ EΠc

� 1

� �� �
: (5)

In Eqs. (4) and (5), σ is the standard deviation. Similar
to Ec and Πc, it is another material constant that can be deter-
mined by fitting to the data points obtained either from
experiments or from the computations carried out here. The
values of σ, Ec, and Πc acquired from the present analysis
are given in Table II. The ignition probability P correspond-
ing to E and Π can be obtained using Eq. (5). Conversely,
Eqs. (3)–(5) also allow the thresholds (or loading envelop)
for any level of ignition probability between 0 and 1 to be
calculated. Consequently, the material-dependent ignition
probability maps are created based on Eq. (5) in the James
(E�Π) space for PBX 9404 with different levels of initial
debonding shown in Fig. 7 and different levels of initial
cracking in Fig. 8. As is shown in Figs. 7 and 8, the ignition
probability is a strong function of defect level and distribu-
tion. Again, materials with a higher defect level have higher
probabilities to ignite under the same load intensities.

C. Energy dissipation and hotspot distribution

To delineate the primary factors affecting the differences
in the behavior of the materials with different levels of
defects, the dissipation under two impact velocities Up = 600
and 1000 m/s are analyzed. To this end, the distributions of
total energy dissipation and frictional dissipation along the
specimen length away from the impact surface are analyzed.
The results for cases with different levels of initial debonding
are shown in Fig. 9, and the results for cases with different
levels of initial grain cracking are shown in Fig. 10. Clearly,
frictional dissipation alone accounts for essentially all the dif-
ferences in total energy dissipation among the cases with dif-
ferent defect levels, although other dissipation mechanisms
contribute significantly to the total dissipation. Previous

experimental42 and theoretical43 studies have shown that
internal friction of closed cracks is one of the most important
heating mechanisms. Consequently, as interfacial or grain
defects are introduced, the additional internal surface pairs
serve as sites for internal frictional dissipation and heating.
This additional source of heating is the primary driving force
behind the changes in ignition behavior associated with the
defects. Note in Figs. 9 and 10 that the differences in fric-
tional dissipation (and therefore total dissipation) among the
cases with different defect levels decrease as the impact
velocity increases, suggesting that, at high load intensities,
the perturbations given by defects play a less important role
overall and other material heterogeneities inherent in the
microstructure dominate. Another factor at work is that,
under high-intensity loading, the energy dissipated is more
localized near the impact surface and more localized in shear
bands and along cracks and interfaces. As a result, hotspot
criticality is attained over a shorter time period requiring a
lower overall energy input to the materials. This is another
factor leading to smaller differences among the different
cases.

We use Tcut = 400 K as the cutoff temperature of a
hotspot as in Kim et al.,1 where profiles of hotspot density
for PBX 9404 samples under different shock load intensities
with Up = 200–1200 m/s are studied. This Tcut is set such that
meaningful trends of hotspot distribution can be obtained.
Hotspots in the microstructures under two load intensities are
analyzed in Fig. 11 (interfacial debonding cases) and Fig. 12
(grain crack cases). Overall, hotspot density increases with
load intensity and with defect level. For materials with either
type of defects, the hotspots are more sparsely distributed
throughout the materials at lower load intensities and more
concentrated near the loading site (left end) at higher load
intensities. Also, the difference in hotspot density between
cases with different defect levels is significant under low
load intensities but is negligible under high load intensities.
These trends in hotspot distribution echo and are in good
accordance with the trends in energy dissipation.

FIG. 7. Ignition probability maps for
PBX 9404 with initial grain boundary
debonding levels of (a) 0%, (b) 50%,
and (c) 100%.

FIG. 8. Ignition probability maps for
PBX 9404 with initial transgranular
cracking levels of (a) 0%, (b) 10%, and
(c) 20%.
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D. Relationships between hotspots and initial defects

As is shown in Figs. 4(c)–4(g), most hotspots are
located at the grain boundaries. As initial defects are intro-
duced in the microstructure, both critical and sub-critical hot-
spots gravitate toward the defects. To further understand the
mechanisms of hotspot formation, the spatial relationships
between hotspot formation and initial defects are quantita-
tively studied. For the materials with 50% initially debonded
grain-binder boundaries, the distances between hotspots and
their nearest initially debonded interface segments and the
nearest intact interface, as illustrated and defined in Fig. 13,
are calculated. The cumulative results are shown in Fig. 13 in
histogram form. The error bars in the figure represent varia-
tions among the multiple samples in each case, and the bars
represent averages of the multiple samples. The height of
each bar AHS=Atotal

HS denotes the total area of hotspots that lie
within a certain range of distance from the nearest initially
intact [Figs. 13(a)–13(c)] or debonded [Figs. 13(d)–13(f )]
interface as a fraction of the total hotspot area in the sample.
First, regardless of load intensity, most hotspots are located
within 30 μm from the nearest grain boundary (defective or
intact). Since the average equivalent diameter of the HMX
grains is around 210 μm, hotspots tend to form at and are sig-
nificantly influenced by grain boundaries regardless of
defects. With that general trend in mind, we look at the
effects of defects on hotspots. When the impact velocity is
Up = 400 m/s, nearly all hotspots (>90% of hotspots) form
near debonded interfacial sites (defects); in contrast, the

hotspots are generally farther from intact interfaces [see the
first bars from the left in Figs. 13(a) and 13(d)]. Note that the
microstructures here happen to have equal amounts of ini-
tially debonded and initially intact grain boundaries; never-
theless, the results apply to microstructures with more or less
defective grain boundaries as well. As the impact velocity Up

increases to 600 m/s, the gravitation of hotspots toward grain-
binder interfaces and defective interfacial sites (>80% of hot-
spots closer to defective sites) is still strong [see the first bars
from the left in Figs. 13(b) and 13(e)], but not as strong as
that seen at Up = 400 m/s. However, when Up increases to
1000 m/s, a relatively high load intensity, the hotspots are
nearly evenly distributed from defective or intact interfaces
and the spatial bias toward defects has largely vanished, with
only ∼30% more hotspots closer to defective sites [see first
bars from the left in Figs. 13(c) and 13(f )].

The effect of transgranular cracks is similar. For the
material with a transgranular crack level of 20% (total length
of such cracks is equal to 20% of the total grain boundary
length, a level with roughly each grain containing one trans-
granular crack), Fig. 14 shows the distribution of the distance
of hotspots to their corresponding nearest grain boundary and
initial in-grain crack. Note that in this case, the grain bound-
aries are fully intact and there is no interfacial defect. Again,
as is the case for microstructures with grain boundary
defects, the hotspots are closer to the grain boundaries. Since
the total length of the grain boundaries is much higher than
the total length of the in-grain cracks, it is unsurprising to
find that hotspots clearly gravitate toward grain boundaries.

FIG. 9. Profiles of total energy dissipa-
tion and dissipation due to friction for
PBX 9404 with different levels of
initial debonding: (a) Up = 600m/s,
τ = 200 ns, and t = 1.6 μs and (b)
Up = 1000m/s, τ = 60 ns, and t = 1.6 μs.

FIG. 10. Profiles of total energy dissipation and dissipation due to friction for PBX 9404 with different levels of initial cracking: (a) Up = 600 m/s, τ = 200 ns,
and t = 1.6 μs and (b) Up = 1000m/s, τ = 60 ns, and t = 1.6 μs.
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This proximity of hotspots to grain boundaries relative to
in-grain cracks illustrates the dominant role of the grain-
binder interfaces in the development of hotspots and conse-
quently the ignition of the materials. Nevertheless, it can be

seen from Fig. 14 that as the impact intensity increases,
fewer hotspots are developed close to the defects (in-grain
cracks), as in the case for materials with interfacial defects
discussed earlier.

FIG. 11. Hotspot distributions under
Up = 600 m/s (τ = 200 ns, and t = 1.6
μs) for PBX 9404 with different levels
of initial debonding at grain boundaries
(a) 0%, (b) 50%, and (c) 100%, and
under Up = 1000 m/s (τ = 60 ns and t =
1.6 μs) for PBX 9404 with different
levels of initial debonding at grain
boundaries (d) 0%, (e) 50%, and (f )
100%.

FIG. 12. Hotspot distributions under Up = 600m/s (τ = 200 ns and t = 1.6 μs) for PBX 9404 with different levels of initial transgranular cracks in the energetic
granules, with total crack length being (a) 0%, (b) 10%, and (c) 20% of total grain boundary length, and under Up = 1000m/s (τ = 60 ns and t = 1.6 μs) for PBX
9404 with different levels of initial transgranular cracks in the energetic granules, with total crack length being (d) 0%, (e) 10%, and (f ) 20% of total grain
boundary length.
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To quantify the association with or gravitation toward
defects of hotspots, an empirical parameter which we call the
“defect preference ratio” or r pref is defined and calculated.
For materials with interfacial defects, this parameter has the
form of

r pref ¼ (Adebonded
HS � Aintact

HS )=Atotal
HS , (6)

where Adebonded
HS denotes the total area of hotspots within

30 μm (the first distance range in Fig. 13) of an interfacial
defect, Aintact

HS denotes the total area of hotspots within 30 μm
of an intact interface, and Atotal

HS is the total area of all hotspots
in the sample. If hotspots have no spatial bias toward defects,
r pref ¼ 0; if hotspots gravitate toward defects, r pref . 0; and
if hotspots have closer proximity to intact interfaces,
r pref , 0. For materials with intragranular cracks, this

parameter has the form of

r pref ¼ (Acrack
HS � Aintact

HS )=Atotal
HS , (7)

where Acrack
HS is the total area of hotspots within 30 μm

(the first distance range in Fig. 14) of a transgranular crack
and Aintact

HS denotes the total area of hotspots within 30 μm of
a grain boundary as all grain-binder interfaces are defect-free
(intact).

Graphically, r pref is the difference in the heights of the
first (left most) bars in Figs. 13 and 14. For instance, the first
bars in Figs. 13(a) and 13(d) give r pref for materials with
50% interfacial defects under a load intensity of 400 m/s.
Similarly, the first bars in Figs. 14(a) and 14(d) give r pref for
materials with 20% intragranular cracks under a load inten-
sity of 400 m/s. As shown in Fig. 15, r pref decreases steadily

FIG. 13. Proximity of hotspot to initially intact grain boundary at t = 1.6 μs under (a) Up = 400 m/s (τ = 560 ns), (b) Up = 600 m/s (τ = 200 ns), and
(c) Up = 1000 m/s (τ = 60 ns), and to initially debonded grain boundary at t = 1.6 μs under (d) Up = 400 m/s (τ = 560 ns), (e) Up = 600 m/s (τ = 200 ns), and
(f ) Up = 1000 m/s (τ = 60 ns). Material is PBX 9404 with 50% initially debonded grain-binder boundaries.

FIG. 14. Proximity of hotspot to grain boundary at t = 1.6 μs under (a) Up = 400 m/s (τ = 560 ns), (b) Up = 600 m/s (τ = 200 ns), and (c) Up = 1000 m/s (τ = 60
ns), and to initial grain crack at t = 1.6 μs under (d) Up = 400 m/s (τ = 560 ns), (e) Up = 600 m/s (τ = 200 ns), and (f ) Up = 1000m/s (τ = 60 ns). Material is PBX
9404 with initial transgranular cracks whose total length is equal to 20% of the total grain boundary length.
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as power flux (a measure for load intensity) increases for
materials with both types of defects. This, again, reflects the
fact that the association of hotspots with initial defects dimin-
ishes as load intensity increases. For materials with interfacial
defects [Fig. 15(a)], r pref . 0, indicating gravitation of hot-
spots toward defects. For materials with intragranular cracks
[Fig. 15(b)], r pref , 0, indicating a stronger association of
hotspots with grain boundaries or the influence of grain
boundaries on the development of hotspots is stronger than
the influence of in-grain cracks. Figure 15 provides a means
to estimate by extrapolation the load intensity at which mate-
rials with and without defects (interfacial debonding or trans-
granular cracks) would have the same ignition probability.
For the cases with interfacial debonding [Fig. 15(a)], this
threshold intensity is approximately 1.2 GW/cm2 in terms of
the power flux and 1200 m/s in terms of the impact velocity.

Under overall compressive loading, cracks are closed
and sliding along crack faces is the dominant mode of frac-
ture development and contribution to the overall deformation
of the materials. As such, shear stresses along cracks provide
the primary driving force for the crack development. For the
nominally uniaxial strain state of the impact loading consid-
ered, shear stresses on average are maximum along ±45°
directions relative to the loading direction. Consequently,
cracks that are along these directions tend to show higher

amounts of sliding and lead to more extensive frictional and
constituent inelasticity heating. How does this manifest under
different load intensities? Here, the distribution of hotspots
along cracks of different orientations is also analyzed to
answer this question. Figure 16 shows the spatial correlation
between hotspots and transgranular cracks for the set of
samples analyzed in Fig. 14. Only two levels of load inten-
sity (UP ¼ 400m=s and UP ¼ 600m=s) are shown and the
result reflects the aggregate behavior of five samples in each
case. The circumferential coordinate (angle) denotes the
angle between the crack and the loading direction. For each
direction, the radial coordinate length denotes the fraction of
hotspots that lie within 50 μm of a transgranular crack in the
same grain. At Up = 400 m/s [Fig. 16(a)], a majority of the
hotspots develop along cracks that are about ±45° relative to
the loading direction, giving rise to two long “wings” in the
plot. This gravitation toward the ±45° directions reflects the
effects of the intragranular cracks on the overall behavior. In
contrast, very few hotspots are generated adjacent to cracks
either parallel or perpendicular to the loading direction. At
Up = 600 m/s [Fig. 16(b)], on the other hand, hotspots
develop more equally along all directions, indicating rela-
tively a diminished effect of the intragranular cracks on the
overall behavior. In other words, other material heterogene-
ities intrinsic in the microstructures, such as constituent

FIG. 15. Defect preference ratio r pref
as a function of load intensity for (a)
PBX 9404 with 50% initially
debonded grain-binder boundaries and
(b) PBX 9404 with transgranular
cracks whose total length is equal to
20% of the total grain boundary length.

FIG. 16. Distribution of hotspots
along cracks of different orientations
for materials with initial in-grain cracks
at t = 1.6 μs: (a) Up = 400 m/s and
τ = 560 ns and (b) Up = 600m/s and
τ = 200 ns.
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property differences, grain size and shape, grain-binder inter-
faces, and interfacial bonding strength, play more dominant
roles under the higher load intensity. This finding is consis-
tent with the observation made from Figs. 13–15.

IV. CONCLUSIONS

The ignition behavior of PBX 9404, a polymer-bonded
explosive, with various configurations of initial defects is
analyzed via mesoscale simulations that explicitly account
for microstructural heterogeneities, constituent responses of
the HMX energetic grains and nitrocellulose binder, and
attributes of the interfaces between the constituents. The
analysis focuses on the prediction and quantification of the
ignition thresholds. The simulations allow mechanical and
thermal processes including elasto-viscoplasticity, elasto-
viscoelasticity, fracture, crack propagation, frictional heating
along the cracks, and heat conduction to be effectively
tracked. The trends of the predicted initiation thresholds with
different levels of defects are in good agreement with experi-
mental results reported in the literature.4–8

The initiation thresholds are analyzed and quantified
using the modified James relation (Πc=Πþ Ec=E ¼ 1).
Probability distribution function that explicitly quantifies the
stochastic initiation behavior is expressed as a function of
loading parameters in the James (E-Π) space. Although only
the James space is used here, similar analyses can be carried
out in other load spaces.

The ignition thresholds of PBX 9404 with different
levels of initial defects are compared and the differences are
explained through analyses of energy dissipation and conse-
quent hotspot distribution. The spatial distribution of hot-
spots in relation to defects in the forms of inter-constituent
interfacial debonding and transgranular cracks in the ener-
getic grains is studied and quantified using the defect prefer-
ence ratio r pref . The analysis reveals that defects have a
significant effect on the development of hotspots and conse-
quently a strong influence on the ignition thresholds, with the
predominant trend being that defects induce hotspots and
lower ignition thresholds. The effect and influence are pro-
nounced at lower load intensities and diminish at higher load
intensities (Up ≥ 600 m/s). This finding points out that, at
high load intensities, constituent behavior and the microstruc-
tural morphological heterogeneities intrinsic in the material
dominate and defects only play a secondary role in determin-
ing the ignition behavior of the energetic material.

Although one material system with two constituents is
analyzed, the analyses here can be carried out for other mate-
rial systems with different combinations of constituents,
including systems with only one constituent (e.g., pressed
energetic granules) and composite systems with multiple con-
stituents (e.g., energetic granules, metallic fuel particles, a
binder, and an oxidizer).

It should be noted that the present paper has only exam-
ined the effect of initial debonding at grain boundaries and
the effect of initial transgranular straight cracks in grains sep-
arately. The interactions between the two types of defects
when they are present simultaneously have not been consid-
ered. How different types of defects interact with each other

and whether their combined effect on ignition behavior is a
simple superposition or more complex manifestation are
topics for future studies. In addition, other types of defects
such as micropores22,25–28,44 and grain cracks with other
in-grain morphologies3 have not been considered here. The
framework used here lends itself to the analyses of such
defects.

Finally, as we noted in Sec. III A that, at present, there
is only a very limited amount of experimental data on the
ignition thresholds of the PBX studied here (and, for that
matter, other energetic materials as well). Further experimental
studies will provide further impetus to analysis on this topic.
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