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The probabilistic ignition thresholds of pressed granular Octahydro-1,3,5,7-tetranitro-1,3,5,7-

tetrazocine explosives with average grain sizes between 70 lm and 220 lm are computationally

predicted. The prediction uses material microstructure and basic constituent properties and does not

involve curve fitting with respect to or prior knowledge of the attributes being predicted. The specific

thresholds predicted are James-type relations between the energy flux and energy fluence for given

probabilities of ignition. Statistically similar microstructure sample sets are computationally gener-

ated and used based on the features of micrographs of materials used in actual experiments. The pre-

dicted thresholds are in general agreement with measurements from shock experiments in terms of

trends. In particular, it is found that grain size significantly affects the ignition sensitivity of the mate-

rials, with smaller sizes leading to lower energy thresholds required for ignition. For example, 50%

ignition threshold of the material with an average grain size of 220 lm is approximately 1.4–1.6

times that of the material with an average grain size of 70 lm in terms of energy fluence. The simula-

tions account for the controlled loading of thin-flyer shock experiments with flyer velocities between

1.5 and 4.0 km/s, constituent elasto-viscoplasticity, fracture, post-fracture contact and friction along

interfaces, bulk inelastic heating, interfacial frictional heating, and heat conduction. The constitutive

behavior of the materials is described using a finite deformation elasto-viscoplastic formulation and

the Birch-Murnaghan equation of state. The ignition thresholds are determined via an explicit analy-

sis of the size and temperature states of hotspots in the materials and a hotspot-based ignition crite-

rion. The overall ignition threshold analysis and the microstructure-level hotspot analysis also lead to

the definition of a macroscopic ignition parameter (J) and a microscopic ignition risk parameter (R)

which are statistically related. The relationships between these parameters are established and delin-

eated. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4962211]

I. INTRODUCTION

The subject of ignition (go or no-go) occupies a central

place in consideration of explosives’ safety and performance.

As a result, there exists a large body of literature covering a

wide range of scenarios, from loading and environment, spa-

tial and time scales, to material composition and microstruc-

ture. In particular, the establishment of precise conditions for

the ignition of real energetic materials is especially impor-

tant. The threshold conditions are commonly expressed by

simple analytic functions. Solov’ev1 reviewed several such

thresholds, each of which focuses on a different initiation

mechanism. One of the newer and most commonly used

thresholds is the James relation.2 This threshold is chosen in

this study not only because it accurately describes experi-

mental data but also because it considers two macroscopic

state variables, one is the rate at which energy is imparted to

a sample (energy flux) and the other is the total energy

imparted to a sample (energy fluence). So far, the

establishment of ignition thresholds has been exclusively an

experimental endeavor. In this paper, we report the develop-

ment of a method for predicting the James type ignition

thresholds through microstructural level simulations and the

result of applying this method to a real explosive system.

The method is an extension of a novel computational capa-

bility based on the Lagrangian cohesive finite element

method (CFEM) and represents a pathway toward building

predictive tools for evaluating and comparing solid explo-

sives at the grain scale and for establishing relations between

macroscopic safety/performance and microscopic structures

of the materials. The method and the relations it yields are

such that they can be used in the design of new explosives

via heuristic improvement of performance through micro-

structural, constituent, and compositional engineering. In the

pursuit of this objective here, emphasis is placed on (1)

quantification of conditions of ignition under well-

understood planar shock wave stimuli typically applied in

experiments, (2) capture of essential material attributes and

physical processes that control ignition, (3) recognition of

the probabilistic nature of the ignition phenomenon, and (4)

comparison with independent experimental measurements.
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Due to the fact that material heterogeneity is one of the

most important sources of stochasticity in material behavior,

the quantification of the statistical variations of material

attributes at the microstructural level, such as grain shape

and size distributions, is essential in the discussion of

reliability-based design of energetic materials and in the

determination of the ignition probability under given stimuli

that lead to violent reactions. Despite this, the stochasticity

of ignition thresholds, especially the influence of microstruc-

tural variations of material attributes, such as grain size dis-

tributions and defects, has not been systematically studied.3,4

In this study, this issue is addressed in a manner that is con-

sistent with experimental quantification of uncertainty via

the generation and use of multiple statistically similar sam-

ples of each material design setting.

Broadly speaking, the modeling of shock ignition at

the mesoscale level is typically carried out as a part of model-

ing shock-to-detonation transition (SDT). There are two

approaches, depending on whether hotspots are explicitly

treated or not. In the literature, the phrase “shock initiation” is

often used to emphasize the transition to detonation.5 The first

approach involves treating hotspots explicitly based on a cho-

sen mechanism of energy localization6 (e.g., predominantly

plastic pore collapse). The second approach does not involve

treating hotspots explicitly, instead ignition is treated via a

numerical switch to a burn model (rate law) in large-scale

engineering calculations.7 Both approaches have two basic

features. The first is an assumption on the internal energy

function (equation of state (EOS)). The most common is a

mass-weighted sum of constituent internal energies which

contains the fraction of reacted explosive mass (called pro-

gress variable) and heat release from chemical reaction. The

second is the rate law that controls the evolution of “burn” via

the progress variable. This second approach does not describe

the mechanisms of ignition or hotspot evolution. However, it

is known that these burn models can be calibrated to match

50% threshold sensitivity of high explosives.4

The CFEM capability used in this study does not treat

the SDT transition and focuses instead on hotspot evolution

and the criticality condition for thermal runaway. Studies

emphasizing the SDT transition and studies focusing on the

processes leading up to and the attainment of thermal run-

away (which ultimately lead to the SDT transition) are paral-

lel and mutually reinforcing. Thermal runaway studies allow

ignition thresholds to be established (focus of this paper) and

can provide input for SDT analyses. The evolution of hot-

spots has been studied by many researchers.6,8–10 For exam-

ple, Bennett et al.8 proposed a model for hotspots generated

by random cracks and associated friction. Benson and

Conley9 used Eulerian FEM simulations to study hotspots

generated by plastic and viscous dissipation. Austin et al.11

used the ALE3D framework to study the reaction in hotspots

at a pore, accounting for crystallographic slip. Frictional dis-

sipation is one of the main hotspot formation mechanisms.

Chaudhri12 observed the reaction front in b-lead azide using

a high-speed camera, and found that reaction-generated

stress wave induces new reaction sites ahead of an existing

reaction front, and the new reaction is caused by frictional

dissipation. Browning and Scammon13 established an

ignition model based on inter-granular frictional dissipation,

chemical kinetics, and heat transfer, and obtained the time to

ignition and velocities required for reaction. Gruau et al.14

performed the computational analyses of impact tests on

polymer-bonded explosives (PBX). In their numerical

model, frictional heating is assumed to depend on the macro-

scopic pressure and plastic shear strain rate. Their study

showed that frictional dissipation leads to ignition. Curtis

et al.15 used a similar test configuration as Gruau et al.14

(Steven Test) in their numerical study, and found that fric-

tion substantially affects the ignition behavior. In our study,

the CFEM framework explicitly tracks the arbitrary fracture

and post-fracture contact and friction, and captures hotspots

generated by various dissipation mechanisms including fric-

tion, viscoelasticity, viscoplasticity, and heat conduction.

Specifically, in Refs. 16–18, we analyzed the energy dissipa-

tion in PBX and observed that frictional dissipation is the

dominant heating mechanism. The criticality condition for

thermal explosion is identified as the ignition thresholds

(boundaries between go and no-go). The justification for this

assumption is based on the careful analysis of in-material

gauge records of Octahydro-1,3,5,7-tetranitro-1,3,5,7-

-tetrazocine (HMX) and triaminotrinitrobenzene or 2,4,6-

-triamino-1,3,5- trinitrobenzene (TATB) based explosives by

James and Lambourn.19 They showed that the reaction

(behind the shock wave front) is a function of shock strength

and time along the particle path, and is independent of local

flow variables behind the shock such as pressure and temper-

ature. In other words, “the growth in the pressure or tempera-

ture fields does not feed back to the reaction rate.” This

observation is fundamental to the present study because it

implies that the criticality of hotspots in the sense of thermal

explosion20 directly correlates to the initiation of detonation.

It also implies that the collective behavior of hotspots may

influence the time to detonation, but may not affect the mini-

mum shock threshold condition for initiating detonation, at

least to first order. However, the role of distributed hotspots

on the go-no-go criticality is not yet well understood.21 Based

on the observations above, we assume that there is a one-to-

one correlation between the existence of critical hotspots

which lead to local thermal runaway and the occurrence of

eventual detonation. In this paper, we do not consider the

issue of subsequent burn after initiation and the time needed

to reach detonation. Although these are important issues by

themselves, they are topics for separate studies.

The remaining paper consists of three parts. The first part

describes the computational framework used to study shock

ignition and includes discussion on microstructure representa-

tion, loading configuration, and constitutive relations. The

second part discusses the simulation results with a focus on

shock ignition thresholds in terms of the modified James func-

tion and a probabilistic quantification of the thresholds. We

then introduce a normalized hotspot temperature as a measure

for the ignition risk of individual hotspots [referred to as the

hotspot ignition risk determinant (HIRD) or R]. The third part

focuses on the major findings, which include predicted James

type ignition thresholds for pressed HMX powders, the effect

of particle size on the James ignition thresholds, comparison

with experimental measurements, and the probability
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distribution of the thresholds as a function of the James num-

ber (J) as introduced by Gresshoff and Hrousis.4

II. FRAMEWORK OF ANALYSIS

Sections II A–II D outline the material properties, load-

ing conditions, constitutive models, and critical hotspot-

based criterion. The main assumptions and limitations of

these models are discussed in Section II E.

A. Material

The materials are pressed granular HMX with micro-

structures consisting of HMX grains without binder. In the

experiments, materials with different grain sizes are referred

to as different “classes.” Of particular interest are Class 3,

which has an average grain size of davg¼ 358 lm, and Class

5, which has an average grain size of davg¼ 6.7 lm initially.

These HMX grains are then pressed, causing the grain sizes to

become somewhat smaller than their original sizes (see Fig. 4

in Ref. 22) due to fracture. Both classes have a density that is

94% the theoretical maximum density (TMD). Figure 1 shows

the scanning electron microscope (SEM) images of the micro-

structures of these two classes of HMX. A small number of

abnormally large grains (referred to as “boulders”) are present

in the Class 5 material. Samples prepared for shocked experi-

ments are cylindrical pellets with a diameter of 0.5 in. and a

height of 0.5 in.

The materials and the experimental procedure of Welle

et al.23 serve as a basis and starting point for the computa-

tional analysis. In the experiments, multiple samples for

each material class and load condition are tested to quantify

the ignition threshold distribution. Similarly, for systematic

computational quantification of the probabilistic ignition

behavior, statistically similar sample sets with multiple (5)

samples are computationally generated and tested under

identical loading conditions. The computationally generated

microstructures mimic the attributes of the experimental

microstructures. The generation uses the 2D Voronoi tessel-

lation.24 The computationally generated samples are

designed to achieve two objectives: (1) maintain statistical

consistency among samples for each material setting (e.g.,

consistency in grain size distributions, grain volume fraction,

and grain shapes for a given average grain size) and (2) focus

on trends in key microstructure attribute (grain size) among

the different classes of materials. To this end, each sample

set follows a mono-modal grain size distribution with a spe-

cific average grain size that lies between the average grain

sizes of Class 3 and Class 5. This approach allows primary

trends in material behavior-microstructure relations to be

identified and quantified, while a significant degree of simili-

tude is maintained between the experiments and simulations

for a relative comparison.

The grains generated by the Voronoi tessellation have

random, multifaceted surfaces interlocking with each other.

Yan-Qing and Feng-Lei25 showed that simulations of

Brazilian compression of PBX using microstructures gener-

ated with this approach match the experiments reasonably

well. In our analysis, since frictional dissipation along crack

faces under compression is an important mechanism for hot-

spot generation, the Voronoi tessellation method for generat-

ing microstructures is preferred to ensure well-defined

intergranular interfaces. This method also allows for the

generation of large numbers of microstructures with random

variations in morphology and a high-degree of statistical

similitude in microstructure attributes, such as grain shape

and grain size distributions.

The differences between the experimental samples and

computationally generated samples are as follows. First, the

large “boulders” in the Class 5 experimental samples are not

considered in the computationally generated microstructures,

as their percentage is small (<10%) and accounting for such

large grains would require much larger representative

volumes which are computationally prohibitive for the large

number of statistical calculations pursued here. The second

FIG. 1. SEM images of materials used

in experiments: (a) Class 3 HMX and

(b) Class 5 HMX. Images in the upper

row show HMX crystals and images in

the lower row show the microstructures

made out of the corresponding HMX

Classes after pressing. The images are

provided courtesy of R. R. Wixom at

Sandia National Laboratories.
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difference between the experimental samples and computa-

tionally generated samples is that the experimental samples

have a density that is 94% of the TMD, and more impor-

tantly, the voids are too small (Ref. 26) to be resolved explic-

itly via finite element meshing at the overall size scale of

samples analyzed. Therefore, a phenomenological approach

for accounting for the effects of voids is taken in the simula-

tions. Specifically, the effects of the voids are considered

through variations in the bulk properties of the grains based

on the fact that small-scale voids weaken the stiffness and

strength of materials. This treatment applies to heteroge-

neous characteristics including micro and nano scale voids,

microcracks, variations in material properties of the HMX

grains, and directionality of constituent behavior due to crys-

talline anisotropy. Here, these heterogeneities are phenome-

nologically accounted for in a unified manner via random

variations in the elastic modulus of the grains. Researchers

have analyzed the variations of the elastic moduli due to

various factors including defects through experiments and

computation. Yang et al.27 performed a MD simulation of a

copper plate with a void and found that the elastic modulus

decreases as the volume fraction of the void increases.

Hudson et al.28,29 quantified the voids in 1,3,5-trinitroperhy-

dro-1,3,5-triazine (RDX) crystals and assigned a defect score

to each grain. By using nano-indentation, they measured the

elastic modulus and found that the grains with more defects

(high defect scores) have a lower elastic modulus. These

findings provide justification and serve as a guide for the use

of varying elastic modulus values of HMX to phenomeno-

logically account for heterogeneities in the microstructures

we analyze. Three levels of elastic modulus (E¼ 30.3, 20.0,

and 12.9 GPa) are randomly assigned to the HMX grains.

These levels are determined based on a study of the anisot-

ropy of the elastic behavior of HMX and data in the literature

on how voids affect elastic moduli. Specifically, the maxi-

mum and minimum values of the Young’s modulus of HMX

are determined from the stiffness tensor provided by Sewell

et al.30 The intermediate value is taken to be the Voigt-

Ruess-Hill (VRH) average of the stiffness tensor. A similar

case has been studied by Dimas et al.31 who randomly

distribute the Young’s modulus in the microstructure. The

random variations in their study follow a lognormal distribu-

tion, with the mean value representing the effective modulus

of the simplified homogeneous material. Similarly, in our

study, the effective modulus corresponds to the VRH aver-

age (E¼ 20.0 GPa) of the stiffness tensor. The grains with

the high level of Young’s modulus (E¼ 30.3 GPa) are

assumed to lie in orientations that have the highest stiffness.

The high level of bulk modulus of these grains represents

ideal crystals without voids or defects. The grains with the

low level of Young’s modulus (E¼ 12.9 GPa) are assumed

to lie in an orientation that have a lower stiffness. The low

level of bulk modulus of these grains represents the crystals

with significant amounts of voids or defects. A parametric

study is carried out with further variations from these values.

It is found that the changes do not have a significant influ-

ence on the ignition behavior of the materials. Part of the

reason lies in the fact that heating is primarily an outcome of

fracture and inelasticity (see Fig. 28 in Ref. 32). We suspect

that the effect of modulus inhomogeneity is indirect through

perturbing the fields and inducing fracture and inelastic

deformation. Isotropic constitutive relations are implemented

in our framework. Anisotropy in the Young’s modulus

provides a guideline for choosing maximum and minimum

values for the isotropic model. Specifically, the maximum

and minimum bulk modulus and shear modulus values used

differ by the same ratio as the maximum and minimum val-

ues of the Young’s modulus described above. Although the

computationally generated microstructures are not “exact”

representations or reproductions of the experimental sam-

ples, major attributes are captured, allowing trends in the

effects of grain size on ignition behavior to be delineated. It

is worth pointing out that what is pursued here is not meant

to be an “all-inclusive” effort that explicitly accounts for all

possible effects of microstructure on the ignition of the mate-

rials. Rather, it is meant to be a novel effort aimed at the

computational prediction of ignition thresholds, explicitly

accounting for major dissipation mechanisms other than

heating due to voids. The consideration of the effects of

voids can be carried out in future analyses. Those calcula-

tions will involve explicit resolution of small-scale defects

and clustering of grain sizes.

The average grain size of the experimental samples for

Class 3 (davg¼ 358 lm) is around 50 times larger than the

average grain size of Class 5 (davg¼ 6.7 lm). Since larger

grains require a proportionally larger sample size or represen-

tative volume element (RVE), to resolve the large Class 3

grain size with the same fine mesh resolution as required for

the small Class 5 grain size, computational models with an

extremely large number of degrees of freedom (DoF) would

be needed. To keep the overall DoF at a reasonable level for

the large number of statistical runs, we take a parametric

approach, focusing on the trend in the size effect rather than

the absolute sizes. Specifically, we consider the average grain

sizes in the range of davg¼ 70–220 lm, which lie between the

sizes of the Class 3 and Class 5 HMX. The resulting micro-

structural domain of each sample is 3� 6 mm: Although the

computationally generated samples have much smaller

domain size than the size of experimental samples, the size of

3 mm of the computational samples is at least one order of

magnitude larger than the length scale of the largest average

grain size (davg¼ 220 lm) considered, giving sufficient volu-

metric representation of the microstructures. Liu33 reported

the minimum size of the RVE to be 1.5 mm for a sample with

an average grain size of 125 lm. His finding supports our

choice of sample size here for the range of grain sizes consid-

ered. Indeed, we have shown that the stress-strain behavior

predicted with the current choice of domain size (3 mm)

matches the experimental measurements, as seen in Fig. 10 of

Ref. 34. In addition, as it will be clarified in Sec. III A, the

height of 6 mm is long enough so that the stress attenuates

significantly when it reaches the bottom of the domain, such

that the ignition is determine by material events near the

impact face and materials and boundaries far away from the

impact face have no influence on the ignition outcome under

the conditions considered here.

Three sets of microstructures are generated with average

grain sizes of davg¼ 70, 130, and 220 lm, respectively. Each
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set consists of five samples which have statistically the same

attributes in terms of grain size distribution and specific grain

boundary surface area. In total, 15 samples (3 sizes � 5 sam-

ples for each size) are generated and used. The microstruc-

ture sets and the corresponding grain size distributions are

shown in Fig. 2. To illustrate the random variations in micro-

structure morphology within a particular microstructure set,

Figure 3 shows five samples having the same average grain

size of davg¼ 220 lm.

The HMX grains of the samples in the experiments are

simply pressed mechanically, leading to very weak or no

bonding along the grain boundaries. In the simulations, the

bonding strength along the grain boundaries is assumed to be

zero.

B. Loading configuration

The shock experiments carried out use an Electric Gun

to launch thin flyers, generating a planar shockwave in the

HMX samples.23 Each sample is placed in a steel cup that

only allows one face to be exposed to receive the flyer

impact. The samples are subjected to shock loading with

various combinations of pulse intensities and durations (as

determined by the velocity and thickness of the flyer,

respectively). Four different flyer thicknesses ranging from

23 lm to 183 lm are used. For each flyer thickness (corre-

sponding to a specific pulse duration), different shots with

different flyer velocities are conducted on the same material.

The ignition response of a sample is recorded as “go” if the

sample explodes and as “no go” if the sample does not

explode. The results of the experiments are plotted in Figs.

4(a) and 4(b).

The simulations emulate the experiments directly. The

computationally generated specimens are initially stress-free

and at rest. Impact loading is effected by applying a pre-

scribed boundary velocity at the impact face (top boundary

of the sample), as shown in Fig. 5(a). The left and right

boundaries are constrained such that lateral expansion does

not occur. This confinement mimics the effect of the steel

cup holding the experimental sample. This is a 2D model

and the conditions of plane-strain prevail. This configuration

approximates the shock pulse loading of a sample driven by

a thin flyer under the conditions of approximate macroscopic

uniaxial strain. The pulse intensity and duration are chosen

to correspond to the loading characteristics in the experi-

ments. The experiment conditions and relevant parameters

are given in Table I. The imposed velocity at the top bound-

ary (Up) of the sample is determined by the ratio between the

FIG. 2. Computationally generated

microstructures and the size distribu-

tions of HMX grains in the microstruc-

tures for davg¼ 70, 130, and 220 lm.

Each microstructure image shown rep-

resents one sample in a set of five sta-

tistically similar samples which are

random instantiations of the same

microstructure conditions.

FIG. 3. Multiple samples of computa-

tionally generated, statistically similar

microstructures with the average grain

size of davg¼ 220 lm.
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longitudinal wave impedances (qc) of the flyer and the HMX

sample as

Up ¼
qf lycf ly

qf lycf ly þ qHMXcHMX
Vf ly ; (1)

where qf ly is the density of the flyer, cf ly is the wave speed in

the flyer, qHMX is the density of HMX, cHMX is the wave speed

of HMX, and Vf ly is the launching velocity of the flyer. The

range of loading analyzed in the experiment corresponds to

the imposed particle velocity range of UP ¼ 500� 1200 m=s

(approximate flyer velocity range of 1.5–4 km/s) and the range

of pulse duration of s ¼ 20� 130 ns. The specific particle

velocity levels considered in the computational analysis are

UP ¼ 500, 700, 900, and 1200 m/s, and the range of pulse

duration analyzed is s ¼ 10� 280 ns. The pulse duration

increment between successive durations depends on the load

intensity and varies between Ds ¼ 1� 12 ns, as listed in

Table II. The pulse duration is the time it takes the longitudi-

nal wave to traverse a round trip in the flyer. For each velocity

and sample, 10 different pulse durations are considered,

yielding 600 microstructure-loading combinations (4 veloc-

ities� 10 pulse durations� 3 grain sizes� 5 microstruc-

tures). The profile of the imposed shock pulse at the

boundary is shown in Fig. 5(b). The velocity rapidly increases

from zero to the particle velocity of UP during the ramp time

of tramp¼ 10 ns. This velocity is kept constant until the pulse

time s is reached. After the pulse time (t � s), the top bound-

ary is released and no external loading is applied, while the

boundaries on the left, right, and the bottom remain

constrained in their normal directions. The computational

prediction of the “go” and “no go” threshold in this paper

follows the same procedure as used in the experiments of

Figs. 4(a) and 4(b). As an example of the results, the “go”

and “no go” thresholds from each microstructure of grain

sizes of 70–220 lm are plotted in Figs. 6(a)–6(c). The sym-

bols represent either “go” or “no-go” for each combination of

flyer velocity and pulse duration. The data points are along

the vertical lines in Fig. 6 because the simulations are per-

formed for different pulse durations at each flyer velocity

which determines the energy flux. On the other hand, experi-

ments are performed at different flyer velocities for each flyer

thickness which determines pulse duration, resulting in the

data points to line up along the diagonal lines in the energy

fluence-power flux space. This slight difference in how the

computational and experimental data points populate the

domain of analysis does not affect comparison of the two

data sets in any way. A total of five microstructures for each

grain size are used for the computational analysis, and Figs.

6(a)–6(c) show the results from only one microstructure of

each grain size. Details of the computational approach and

models are given in Sections II C and II D.

C. Constitutive relations

The simulations are performed using a recently developed

Lagrangian cohesive finite element framework.17,24,34,35 This

framework allows quantification of the effects of microstructure

and thermal-mechanical processes, including bulk deformation,

interfacial debonding, fracture of grains, and subsequent fric-

tional heating. The constitutive relations for the grains are those

of a hydrostatic stress-dependent elasto-viscoplastic material.

Specifically, the deviatoric part of the stress tensor carried by

the material follows an elasto-viscoplastic constitutive law, and

the hydrostatic part of the stress tensor carried by the material

follows the Birch-Murnaghan equation of state (B-M EOS).

FIG. 4. Ignition threshold determina-

tion from experiments using multiple

samples of a material with different

flyer velocities at each flyer thickness

(or pulse duration): (a) Class 3 and (b)

Class 5.

FIG. 5. (a) Configuration of computational model of shock experiments,

loading, and boundary conditions considered, and (b) load history imposed

on the top boundary of the domain.

TABLE I. Material properties of flyer and specimen and conditions of

experiments.

Parameters Flyer 1 Flyer 2 Specimen

Material

properties

Longitudinal wave Parylene-C65 Kapton65 HMX

Speed c (m/s) 2228 2741 3750

Density q (kg/m3) 1286 1.414 1910

Experimental

condition

Flyer velocity vfly 2–4.2 km/s 1.5–2 km/s Stationary

Thickness H 23–37 lm 111–183 lm 12.7 mm
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The term “pressure” and the variable “P” refer to the hydro-

static part of the stress in the following discussion.

Additionally, an artificial viscosity model for numerical stabil-

ity is used in association with the EOS. A bi-linear traction-sep-

aration model is used for the cohesive elements to account for

normal and tangential separations and fracture in grains.

Details of the cohesive models and the parameters for transgra-

nular separations are given in Ref. 34. The cohesive strength at

the grain-grain interfaces is set to zero. A contact detection

algorithm and a subsequent contact force model are used for

surfaces after fracture. The Coulomb friction damping model is

used for surface elements that are in contact. The coefficient of

friction is 0.5 at the contact points between initially debonded

surfaces as well as surfaces newly generated as a result of trans-

granular fracture. Although the coefficient of sliding friction is

usually lower than the coefficient of static friction, the same

value of 0.5 is used for both for the lack of measured data. The

value chosen is based on the work of Green et al.36 who

reported the range of 0.3–0.7 for PBX 9404. Dickson et al.37

reported that the frictional coefficient for PBX 9501 is between

0.4 and 0.5. Chidester et al.38 used a value of 0.5 for LX-10

based on the experiments of Green et al.36 Details of the fric-

tion model and the coefficients are provided in Ref. 39.

Fourier’s heat conduction model is coupled with mechanical

deformation and failure models to account for thermal conduc-

tion in the material. Details of the algorithm and models can be

found in Ref. 34. A brief outline of the constitutive and interfa-

cial relations is given below.

The deviatoric part of the constitutive behavior of the

HMX grains is described by an elasto-viscoplastic model.

The specific form of the constitutive relation used is

ŝ0 ¼ L : ðD0 � D0pÞ; (2)

where L is the tensor of elastic moduli and ŝ0 is the devia-

toric part of the Jaumann rate of the Kirchhoff stress. For iso-

tropic elastic response,

L ¼ 2l~I þ kI� I: (3)

Here, ~I is the fourth order identity tensor, k and l are

Lam�e’s first and second constants. D0 in Eq. (2) is the

deviatoric part of the rate of deformation, which can be

decomposed into an elastic part and a viscoplastic part as

D0 ¼ D0e þ D0p ; (4)

where D0p is the viscoplastic part of D0 in the form of

D0p ¼
3_�e
2�r

s0 ; with �r2 ¼ 3

2
s0 : s0 : (5)

Here, �r is the Misses equivalent stress, s0 is the deviatoric

part of the Kirchoff stress, and _�e is the equivalent plastic

strain rate which has the form of

_�e ¼
_�e1

_�e2

_�e1 þ _�e2

;

_�e1 ¼ _�e0

�r
g �e; Tð Þ

� �m

;

_�e2 ¼ _�em exp �a g �e; Tð Þ½ � ;

g �e; Tð Þ ¼ r0 1þ �e
e0

� �N

1� b
T

T0

� �j

� 1

" #( )
;

9>>>>>>>>>>>>=
>>>>>>>>>>>>;

(6)

where �e ¼
Ð t

0
_�edt is the equivalent plastic strain, _�e0 and _�em are

reference strain rates, m and a are rate sensitivity parameters

for strain rates below 103 s�1 and above 5� 104 s�1, respec-

tively, r0 is the quasi-static yield stress, e0 is a reference

strain, N is the strain hardening exponent, T0 is a reference

temperature, and b and j are thermal softening parameters.

The function gð�e; TÞ represents the quasi-static stress-strain

response at ambient temperature. The above relations

consider strain hardening and strain-rate dependence of plas-

ticity. The details of the above constitutive relations and

descriptions of the parameters can be found in Ref. 40. The

values of the parameters for HMX used in this study are listed

in Table III. The parameters are calibrated to match the

experimental wave profile obtained by Dick et al.41 The veri-

fication of the calibrated parameters is described in Ref. 32.

The volumetric part of the response is described by the

Birch-Murnaghan equation of state (B-M EOS). The specific

form of the equation is

FIG. 6. Ignition threshold determina-

tion from computation using one

microstructure of each grain size: (a)

davg¼ 220 lm, (b) davg¼ 130 lm, and

(c) davg¼ 70 lm. Multiple pulse dura-

tions are used for each load intensity.

TABLE II. Load conditions and load increments analyzed.

Up (m/s) 500 700 900 1200

P � Up (GW/cm2) 0.173 0.366 0.65 1.273

Range of E (kJ/cm2) 0.0169–0.0507 0.0132–0.0416 0.0094–0.042 0.0045–0.0429

Range of pulse duration s (ns) 100–280 40–112 20–65 10–34

minimum s interval (ns) 12 6 3 1
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sh ¼
3

2
K0

dV

dV0

� �
dV

dV0

� ��7
3

� dV

dV0

� ��5
3

( )

� 1þ 3

4
K00 � 4
� � dV

dV0

� ��2
3

� 1

( )" #
; (7)

where sh ¼ sii ¼ s11 þ s22 þ s33 is the hydrostatic part of the

Kirchoff stress which is the product of the Jacobian and the

negative of the hydrostatic pressure. K0 is the bulk modulus

and K00 ¼ ð@K0=@PÞP¼0. dV=dV0 is the volume ratio of an

initial volume element (dV0) and the current volume element

(dV), which is equal to the Jacobian (J ¼ detðFÞ with F
being the deformation gradient). For the implementation of

the B-M EOS, a time incremental form is used. The time rate

of change of the Jacobian is

@

@t

dV

dV0

� �
¼ dV

dV0

� �
tr Dð Þ (8)

and the rate of change of the hydrostatic Kirchhoff stress is a

function of the Jacobian and rate of deformation, i.e.,

@sh

@t
¼ f

dV

dV0

; tr Dð Þ
� �

: (9)

Previous studies42–44 show the discrepancies in the

parameters of B-M EOS for HMX. Landerville et al.44

reported that the parameters vary to a large degree among

experiments due to inherent noise of experiments and incon-

sistencies in fitting ranges and schemes. The parameter val-

ues used in this study are K0 ¼ 16:71 GPa and K00 ¼ 7:79 as

reported in Ref. 44 which lie in between the values of Gump

and Peiris42 and Yoo and Cynn43 Figure 7 shows the pressur-

e–volume relations from models with and without the B-M

EOS.

An artificial viscosity scheme is implemented to obtain

stable shock response under high-intensity loading. The arti-

ficial viscosity is a commonly used practical approach to

solve the issues associated with overshoot of stress at shock

wave fronts and spurious oscillations behind the front. von

Neumann and Richtmyer45 first introduced the artificial vis-

cosity method with a quadratic term of velocity gradient for

1-D wave propagations. Later, Landshoff46 proposed a linear

term for the velocity gradient. Campbell and Vignjevic 47

explained the effect of each term. The specific form used in

this study is

q ¼
qcLlaftrðDÞg � qcQl2ftrðDÞg2; if trðDÞ < 0;

0; trðDÞ � 0:

8<
: (10)

In the above relations, q is a pressure correction associated

with the artificial viscosity, q is the mass density of the mate-

rial, l is a characteristic grid length taken as the square root

of the element area (
ffiffiffi
A
p

), and trðDÞ ¼ D11 þ D22 þ D33 is

the trace of the rate of deformation tensor. cL and cQ are vis-

cous parameters for the linear term and the quadratic term,

respectively. The values are cL ¼ 0:06 and cQ ¼ 1:5; as

reported in Ref. 48. A material with behavior described by

the elasto-viscoplastic model under shock loading shows less

significant overshoot and oscillations of stress compared

with a material with elastic behavior due to energy dissipa-

tion associated with plastic deformation. We carried out sta-

bility analyses not only for the conditions of viscoplasticity

but also for the conditions of the more challenging elasticity.

Figure 8 shows a comparison between the pressure profiles

of a shock wave with artificial viscosity and without artificial

viscosity for an elastic model of HMX under loading with

UP ¼ 400 m=s: The algorithm with the artificial viscosity

allows stable shock profiles without stress overshoot and

spurious oscillations to be obtained. The introduction of an

artificial viscosity may lower the shock velocity. Therefore,

the parameters need to be calibrated such that the effect of

the artificial viscosity on the shock velocity is negligible.

To verify the implementation of the B-M EOS along with

the artificial viscosity, the calculated Hugoniot or relation

between shock velocity and particle velocity (US � UP) is

compared to that from experiments,49 as shown in Fig. 9.

The black dotted line is from the analytical solution of B-M

EOS, and the red dots are from CFEM calculations with the

B-M EOS and the artificial viscosity. A slight decrease in

shock velocity from the CFEM calculations (red dots) is

seen as compared to the analytically obtained shock velocity

from the B-M EOS (black line), but the difference is negligi-

ble. The numerical result agrees with the experimental data

(blue marks).

Interfacial debonding and arbitrary fracture patterns are

explicitly captured by the use of cohesive elements embed-

ded throughout the finite element model. The cohesive ele-

ments follow a bilinear traction separation law described by

Zhai et al.50 The cohesive relation embodies an initial

TABLE III. Parameters in viscoplastic constitutive model of HMX.

r0 (MPa) e0 N T0 (K) b

260 5.88� 10�4 0.0 293 0.0

_�e 0 (s�1) M _�em (s�1) a (1/MPa) j

1� 10�4 100.0 8.0� 1012 22.5 0.0

FIG. 7. Pressure–volume relations with the Birch-Murnaghan EOS and

without the EOS.
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reversible separation processes with a certain separation

limit, followed by irreversible damage and separation

beyond the limit. A cohesive surface pair is considered as

failure and, therefore, has no further tensile strength if the

separation reaches a critical distance. A verification of the

cohesive element framework is provided in Ref. 34.

The formation of a crack (inside a gain or along a grain

boundary) results in the creation of two surfaces. At each

computational time step, the entire domain is scanned and

such surfaces are identified. The corresponding nodal coordi-

nates of all possible pairs of surfaces are compared to detect

surface contact and overlap. Penalty forces are applied to

strongly discourage interpenetration and maintain proper

contact of the surfaces. Detailed descriptions of the multi-

step contact algorithm and the penalty forces are given in

Ref. 32. Frictional heating due to sliding along the surfaces

in contact is assessed using the Coulomb friction law. The

stick-slip state is determined by the normal force between

the contact surface pairs.

Temperature in the material under dynamic loading rises

locally due to inelastic bulk dissipation and frictional dissi-

pation along interfaces. Heat conduction is considered. The

specific form of the heat equation is

qcv
@T

@t
¼ kr2T þ g _W

p þ _W
f ric
; (11)

where cv is the specific heat, T is the temperature, t is the

time, k is the thermal conductivity, g is the fraction of plastic

work that is converted into heat, _W
p

is the rate of plastic

work, and _W
f ric

is the rate of frictional dissipation.

D. Hotspot-based ignition criterion

The size and temperature of hotspots need to be quanti-

fied prior to the application of any threshold criteria for igni-

tion. The temperature field of a sample from the CFEM

calculation is scanned for localized temperature rises above

a given temperature threshold (Tthres). Areas of a temperature

field with temperatures above the threshold are analyzed for

hotspots. Successively varying Tthres values allow the charac-

teristics of a temperature field to be fully analyzed.

After all hotspots in a sample are quantified in terms of

size and temperature, a recently developed criterion for igni-

tion35 is used to determine the onset of irreversible chemical

decomposition of the HMX phase in the samples. This crite-

rion provides a relationship between the size and the temper-

ature states of critical hotspots. Specifically

dðTÞ � dcðTÞ; (12)

where d is the diameter of a hotspot resulting from a loading

event whose interior temperatures are at or above tempera-

ture T. dc is the minimal diameter of a hotspot required for

thermal runaway at temperature T. The quantitative informa-

tion regarding the right-hand side of Eq. (12) is taken from

the work of Tarver et al.51 who performed chemical kinetics

calculations to analyze the criticality issue for HMX and

TATB explosives. The calculations consider multistep reac-

tion mechanisms and the pressure and temperature depen-

dence of reactants and products. More details about the

ignition criterion can be found in Ref. 35.

The left-hand side of Eq. (12) is obtained by analyzing

the temperature fields in the microstructures from CFEM cal-

culations. To account for the variations of temperature

within a hotspot (note that temperatures at different spatial

locations within a hotspot are different and the temperature

threshold is the lowest temperature at the periphery), the hot-

spot threshold of Tarver et al. is treated as a band of 610%

about the mean value, as in Ref. 35. A hotspot is considered

to be critical when it crosses the lower threshold limit (90%

of the average value). The initiation of the material is

regarded as being reached if the critical hotspot density is

equal to or greater than 0:22 mm�2 which corresponds to two

critical hotspots in a 3 mm square domain. The specific

choice of the current critical hotspot density (0.22 mm�2) is

FIG. 8. Comparison between the pres-

sure profiles of a shock wave: (a) with-

out artificial viscosity and (b) with

artificial viscosity for an elastic model

of HMX under a shock intensity of

Up¼ 400 m/s.

FIG. 9. Comparison of calculated Hugoniot (US � UP relation) and experi-

mental data (Ref. 49) of HMX.
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based on the observation of Barua et al.35 who observed a

negligible difference on the criticality results by changing

the critical hotspot density between 0.11 mm�2 (single hot-

spot in the whole sample) and 0.44 mm�2 (4 hotspots in the

whole sample). This consistency is primarily because many

hotspots develop simultaneously and reach the threshold

within very short time intervals from each other. It has been

contemplated that interactions among subcritical hotspots in

close proximity of each other might lead to one critical hot-

spot or criticality. There has been no research on this subject.

If a critical hotspot is to emerge from the interactions of mul-

tiple hotspot, it would be detected by the approach used here

and accounted for by the ignition criterion. The possibility of

multiple hotspots leading to ignition without first producing

a critical hotspot, although not having been positively dem-

onstrated, can be the subject of a future study.

To ensure timely execution and reasonable spatial reso-

lution, the minimum element size used is 10 lm. This is also

the resolution for hotspot temperature fields. Convergence in

mechanical response and local heating is obtained as the ele-

ment size is below 15 lm, as reported in Refs. 34 and 35.

Therefore, the element size of 10 lm used in this study is

adequate. The representative volume element (RVE) size is

chosen based on the work of Liu et al.18 This treatment

adequately addresses the RVE size issue with regard to the

overall constitutive response of the material. The develop-

ment of hotspots, inherently microstructurally dependent,

can vary from one microstructure to another. Increasing the

RVE size may slightly affect the criticality threshold due to

randomness in microstructural heating. However, this issue

is addressed by the use of a large number of statistically sim-

ilar samples in each microstructure set. Finally, the model

used is 2D. 3D microstructure models are more desirable but

are much more challenging when contact and friction need

to be considered. At present, no such 3D model with all

relevant physics exists. It will be the subject of future

development.

E. Initiation vs. growth of reaction

This paper focuses on the establishment of ignition

threshold associated with the development of critical hot-

spots. The analysis does not attempt to address the issue of

growth to detonation transition that critical hotspots undergo.

The model considers the attenuation of the shock wave as it

travels through the sample, without considering the detona-

tion waves from critical hotspots behind the shock front.

This is quite reasonable in our opinion as the process leading

up to the formation of critical hotspots does not involve deto-

nation which occurs later. Since the relevant and dominant

mechanisms of heat generation during this stage are mechan-

ical irreversibilities (plastic deformation and fracture/fric-

tion), the only mechanism of heat loss from hotspots is

thermal conduction which is accounted for in the model.

III. RESULTS AND DISCUSSION

A systematic quantification of the ignition of the HMX

samples is carried out, focusing on the shock intensity, shock

pulse duration, and the average grain size of the microstructure.

The overall procedure is illustrated in Fig. 10. The analysis is

performed in the following steps. First, three sets of microstruc-

tures with three average grain sizes are generated, with samples

in each set having similar statistical attributes (e.g., average

grain size and grain size distribution), as shown in Figs. 2 and

3. Second, CFEM calculations are carried out using the sam-

ples under the loading conditions as discussed in Sec. II B and

FIG. 10. Illustration of the hotspot-

based approach for ignition threshold

prediction. (a) Microstructure genera-

tion and CFEM simulation, (b) temper-

ature field, (c) hotspot characterization

from the temperature field and deter-

mination of the criticality of the sam-

ple via hotspot size-temperature states,

and (d) determination of the “go” or

“no-go” condition for each sample in

the E –P space.
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shown in Fig. 10(a). Temperature fields are obtained from the

simulations as illustrated in Fig. 10(b). To ascertain the validity

of the results relative to experiments, the attenuation of the

stress waves as it traverses the samples is analyzed. Third, tem-

perature fields and the size-temperature state of each hotspot

are determined, as illustrated in Fig. 10(c). The ignition crite-

rion described in Sec. II D is used to identify critical hotspots

that have reached the size-temperature threshold. The ignition

of the sample is determined by the existence of sufficient

critical hotspots. Fourth, the ignition (go) or no ignition (no-go)

condition in terms of the power flux and the energy fluence

(measures for loading) for each sample is recorded, as illus-

trated in Fig. 10(d). The overall probability of ignition for each

material set is determined using the aggregate data set of go-no

go states of all samples in the power flux–energy fluence

ðP� EÞ space. Detailed discussions on the probability of igni-

tion will be given in Section III D.

A. Analysis of stress and temperature

The temperature of the material increases due to energy

dissipation from material inelasticity and friction along crack

faces under high stress. The dissipation also causes the shock

wave to attenuate as it propagates. The peak pressure trajec-

tory from the calculations and the corresponding temperature

profile under loading with UP ¼ 900 m=s and s ¼ 38 ns are

shown in Fig. 11. Note that the peak pressure as well as the

average and peak temperatures decrease spatially as the

shock wave propagates into the material.

Impact by a thin flyer creates a short duration pulse,

which attenuates as the shock wave propagates through the

material, as described in Ref. 52. Initially, the peak pressure

remains constant from the impact face to the rarefaction point

(xc), after which release waves from the impact face overtake

the shock wave, causing attenuation of the peak pressure. The

distance (xc) and the degree of attenuation vary depending on

the material and initial pulse duration (which depends on

flyer thickness), as described in Ref. 53. The attenuation of

pressure is often quantified with an exponential form in terms

of distance from the impact face, as discussed in Ref. 54. The

exponential form has been shown to model the dependence of

particle velocity (UP) on the shock velocity (Us).
55 The trajec-

tories of peak pressure for different pulse durations between

s ¼ 29� 47 ns are shown in Fig. 12(a). The trend can be

described by

Ppeak ¼ P1 exp � x� xc

xr

� �
þ P2 ; for x > xc; (13)

where the rarefaction point is at x¼ xc at which the peak

pressure begins to attenuate. xr is a scaling parameter that

defines the slope of the attenuation. P2 is the asymptotic

pressure at far distances and ðP1 þ P2Þ is the peak plateau

pressure on the interval 0 � x � xc. The trajectories of the

peak pressure as shown in Fig. 12(a) are fitted to Eq. (13) for

the range of x � 3 mm. Figure 12(b) shows the dependence

of xr and xc on pulse duration s. As the pulse duration (s)

increases, the rarefaction distance (xc) increases, indicating

that the peak pressure plateaus for a longer distance before it

starts to attenuate. Likewise, as the pulse duration (s)

increases, the distance scaling parameter (xr) decreases, indi-

cating that the pressure attenuates more slowly as it propa-

gates through the material. Figure 13 shows the relationship

between the pulse duration and the distance parameters

(xr and xc) over the range of UP ¼ 700� 1200 m=s: The rela-

tionships between the pulse duration and distance parameters,

FIG. 11. (a) The calculated trajectory

of peak pressure and (b) corresponding

temperature profile under shock pulse

loading with Up¼ 900 m/s, s¼ 38 ns

for a sample of davg¼ 220 lm.

FIG. 12. Effect of pulse duration on

stress attenuation under shock pulse

loading with Up¼ 900 m/s for a sample

of davg¼ 220 lm, (a) profiles of pres-

sure for the durations of s¼ 29, 38,

and 47 ns and (b) corresponding rare-

faction point (xc) and decay distance

scaling parameter (xr).
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xr and xc, are linear. The distance parameters for all shock

intensities considered fall along the same lines, indicating

that they are highly dependent on pulse duration but are not

strong functions of the load intensity. The effect of shock

intensity on attenuation is captured by P1 and P2. The values

of the parameters for the linear relationships between pulse

duration s and the distance parameters, xr and xc, are listed in

Table IV. The threshold time (t c
0 ) for xc in Figure 13 and

Table IV is 10 ns which is equal to the ramp time of the

applied boundary loading (Figure 5(b)). This coincidence

indicates that if the pulse duration is as short as the ramp

time, the shock wave begins to attenuate instantly without

staying at plateau.

B. Ignition threshold

The samples in the experiments are 12.7 mm in length,

which is a sufficient distance to see the stress attenuate to

very low levels as the loading pulse reaches the bottom of the

samples. The attenuation is so pronounced that only a small

portion of the samples close to the impact face experience

severe enough loading over the duration of the experiments

to yield hotspots having the potential to cause ignition.

Indeed, the computational results show that most hotspots are

generated within a distance of 0 < x < 1–2 times xc from

impact face, and no hotspots are seen for any distance x
> 4–5 times of xc : Therefore, the shock pressure signifi-

cantly diminishes as the wave reaches x¼ 6 mm. Specifically,

at this distance, the pressure of a sample subjected to loading

with Up ¼ 700 m=s and Up ¼ 900 m=s decreases to 10% and

5% of the initial shock pressure, respectively. Welle et al.56

investigated the effect of sample height and found no signifi-

cant variations in the ignition threshold for a height range of

6–19 mm. Because of this, we stop our calculations when the

stress wave reaches the bottom of the samples and analyze

the temperature field for hotspots, knowing that further

propagation and reflection of the wave from the bottom have

negligible effects on hotspot formation. This approach is

essentially equivalent to using an infinitely long sample in

which the stress wave does not reflect.

The critical energy threshold for ignition is analyzed

using the hotspot ignition criterion discussed in Sec. II D.

Figure 14 shows the minimum energy input E required for

ignition (or energy fluence). Five statistically equivalent

samples are computationally analyzed at each energy input

rate (or energy flux). The different samples, just like differ-

ent samples of the same material in experiments, require

slightly different levels of energy fluence (as reflected in

slightly different pulse durations they require for reaching

ignition) under the same load intensity or energy flux (energy

input rate). Here, the shock intensity is expressed in a power

flux form (i.e., P ¼ P UP). Although the individual samples

have the same overall statistical microstructural attributes

therefore mimicking multiple samples of the same material

batch in experiments, the random grain shapes and grain dis-

tributions cause the samples to have local fields that fluctu-

ate, thereby giving rise to slightly different behaviors and

slightly different energy fluence values even under the same

overall loading condition. The asterisk in the figure demar-

cates the threshold for 50% probability of ignition as deter-

mined by all samples over the entire load regime analyzed.

To determine this 50% threshold, the following James-type

relation is used to provide an overall fit:

1 ¼ Ec

E
þPc

P
; (14)

where the cutoff energy fluence Ec and the cutoff power flux

Pc are fitting parameters which represent asymptotic thresh-

olds for the critical energy fluence and the critical power

flux, respectively. This relation is based on the James rela-

tion2 and is obtained by replacing the specific kinetic energy

(
P
¼ 0:5 UP

2) in the James relation by the power flux

(P ¼ P UP), see Welle et al.23 The data points above the

50% threshold curve correspond to ignition probabilities

higher than 50%, and the points below the 50% threshold

FIG. 13. Relationship between pulse duration and distance parameters (xr

and xc) over the loading range of Up¼ 700–1200 m/s.

TABLE IV. Coefficients of the linear relations between xr and s and

between xc and s.

xr ¼ ar � ðs� t r
0 Þ ar ¼ 0:0118 mm=ns t r

0 ¼ 0 ns

xc ¼ ac � ðs� t c
0 Þ ac ¼ 0:0080 mm=ns t c

0 ¼ 10 ns

FIG. 14. Minimum energy required for ignition from five samples and 50%

probability. The samples used here have statistically similar microstructures

with the average grain size of davg¼ 220 lm as shown in Fig. 3.
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curve represent correspond to ignition probabilities lower

than 50%.

The 50% ignition thresholds for the three materials with

the average grain sizes of davg ¼ 70; 130; and 220 lm are

shown in Fig. 15. The corresponding parameters for the

modified James relation (Eq. (14)) for these three cases are

listed in Table V. In general, a higher loading rate (power

flux) results in a lower energy required for ignition (lower

energy fluence) as indicated by Eq. (14). For a given loading

rate (power flux), smaller grain sizes lead to lower ignition

thresholds. This effect is more pronounced under strong

shock loading (power flux greater than 0.5 GW/cm2).

Khasainov et al.57 mentioned that heterogeneous explosives

with high surface area (corresponding to smaller grains) are

more sensitive than those with less surface area (correspond-

ing to larger grains). They observed this trend only at high

intensity regime (P/Pc 	 1). As shown in Fig. 15, the dis-

crepancy in the sensitivity levels of different grain sizes

increases as the power flux increases, whereas the sensitivity

level discrepancy converges as the power flux decreases

until its critical value is reached. The trends observed in the

computational predictions are in good agreement with those

observed in experimental data, as overlaid in Fig. 15.

Moreover, the computationally predicted thresholds for grain

sizes of davg ¼ 70; 130; and 220 lm lie in the same range as

the thresholds obtained by experiments for Class 3 (davg

¼ 360 lm) and Class 5 (davg ¼ 6:7 lm) samples with a mar-

ginal degree of deviation. Overall, the experimentally

measured thresholds are lower than the computational pre-

dictions. The difference between the experimental observa-

tions and computational predictions may be attributed to the

following factors. First, the average grain sizes for Class 3

and Class 5 HMX in the experiments become smaller during

the pressing process. So, the actual grain sizes are somewhat

smaller than the nominal values stated here. Molek et al.22

reported that the grain sizes of Class 3 and fluid-energy-

milled HMX (davg ¼ 4 lm) decrease by roughly one or two

orders of magnitude after sample preparation. Similar results

can also be found in Ref. 58. Therefore, the ignition thresh-

olds of Class 3 and Class 5 HMX shown in Fig. 15 are actu-

ally for grains sizes smaller than nominal values stated in the

figure. Second, the computational model is based on a rela-

tive density of 100% (fully packed HMX) and provides only

a phenomenological account of voids and other defects in

the material, whereas the experimental samples have a

relative density of less than 100% (94% TMD). Christensen

et al.59 observed that the LX-17 PBX samples with higher

relative densities are less sensitive (having higher ignition

thresholds) than the samples with lower relative densities.

Third, large “boulders” in the experimental samples are not

considered in the simulations, as pointed out earlier. What is

important to note is that the overall trends are consistent,

with smaller grain yielding lower ignition thresholds. Note

that this sensitivity analysis does not account for subcritical

hotspots. More information illustrating the effect of subcriti-

cal hotspots is presented in Sec. III D.

In the modified James relation (Eq. (14)), the power flux

(P ¼ P UP) is related to the shock intensity, similar to the

specific kinetic energy (
P
¼ 0:5 UP

2). It also represents the

rate of energy imparted to the material (P ¼ dE=dt) per unit

area of material surface. The ignition threshold between

input energy E and power flux P in the E - P space can also

be represented in the P - s space. Specifically, the modified

James relation as expressed in the P - s space is

P ¼ P � UP ¼ Pc � 1þ Ec=Pc

s

� �
; (15)

where Ec and Pc are the same parameters as in Eq. (14).

This equation in the P - s space is an equivalent form of the

modified James relation (Eq. (14)). The details of the deriva-

tion of the modified James relation and the equivalent modi-

fied James relation are given in Appendix. Figure 16 shows

the 50% ignition thresholds (data points denoted by the sym-

bols) for the three grain sizes in the P - s space and the cor-

responding equivalent James relations obtained via curve

FIG. 15. Computationally predicted 50% ignition thresholds from all grain

sizes analyzed (davg¼ 70, 130, and 220 lm) and experimentally measured

thresholds for Class 3 and Class 5 HMX.

TABLE V. Parameters in the modified James relation for materials with dif-

ferent grain sizes from experiments and computations.

davg (lm) Ec (kJ/cm2) Pc (GW/cm2)

Experiments 358 (Class 3) 0.01157 0.2072

6.7 (Class 5) 0.00377 0.2776

Computations 220 0.0205 0.0798

130 0.0163 0.0919

70 0.0135 0.0683

FIG. 16. Fifty percent (50%) ignition probability thresholds in the P - s
space and the equivalent James relation.
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fitting. To study the application of the equivalent James rela-

tion to experimental data, we examine the shock initiation

threshold of TATB obtained by Honodel et al.60 Figure 17

shows a comparison of the fits with the equivalent James

relation (Eq. (15)) and the Walker-Wasley relation

ðPns ¼ C Þ.61 Both the Walker-Wasley relation and the

equivalent James relation have two fitting parameters. The

equivalent James relation more closely follows the data

points over the entire range, while the Walker-Wasley rela-

tion deviates from the experiments in the longer pulse (lower

load intensity) regime. The closeness of the fit in the P - s
space using the equivalent James relation (Eq. (15)) is the

same as the closeness of the fit in the E - P space using the

modified James relation (Eq. (14)), because Eqs. (14) and

(15) are algebraically equivalent. The difference is that the

P - s space directly relates to the physical conditions of the

experiments (thickness of the flyer required for ignition at a

given flyer velocity implied by the energy flux), whereas the

E - P space emphasizes the amount of energy required for

ignition at a given energy input rate into the material.

C. Probabilistic quantification: Ignition threshold
for any given probability of ignition

The ignition threshold represented by Eq. (14) indicates

the shock loading conditions for 50% probability of ignition.

To incorporate the energy and power flux conditions

required for greater than or less than 50% ignition probabil-

ity, Gresshoff and Hrousis4 expanded on the modified James

relation by introducing a James number, J. The specific form

of the equation is

1

J
¼ Ec

E
þPc

P
; (16)

where J¼ 1 is the modified James relation, J> 1 corresponds

to shock loading conditions resulting in greater than 50%

ignition probability, and J< 1 corresponds to shock loading

conditions resulting in less than 50% ignition probability. As

an example of the application of Eq. (16), Figure 18 shows

the modified James relation with J ¼ 0:75; 1:0; and 1:25

using the data for microstructures with davg ¼ 220 lm: Each

J number accounts for all combinations of loading conditions

(i.e., energy fluence and power flux) which results in a cer-

tain probability of ignition. The three lines in Fig. 18 for

J ¼ 0:75; 1:0; and 1:25 correspond to the three probability

fits of 10%, 50%, and 90%, respectively.

Figure 19 shows the relationship between J (James num-

ber) and the ignition probability from the experiment and the

computational prediction for all samples. The truncated nor-

mal probability distribution function (PðJÞ) is used to fit the

ignition probability around a mean value of J ¼ 1 : The spe-

cific form of the function is

P Jð Þ ¼ U Jð Þ � U 0ð Þ
U 1ð Þ � U 0ð Þ

; (17)

where UðJÞ is the cumulative normal probability distribu-

tion4 in the form of

U Jð Þ ¼ 1

r
ffiffiffiffiffiffi
2p
p

ðJ

�1
exp
� x� lð Þ2

2r2

� �
dx

¼ 1

2
1þ erf

J � lffiffiffi
2
p

r

� �� �
; (18)

where l is the mean value and r is the standard deviation.

Note that Uð1Þ ¼ 1 : The parameters used to represent the

ignition probability of the samples are listed in Table VI. By

combining Eqs. (16)–(18), we can obtain a direct relation

between the ignition probability P and the shock loading

condition parameters E and P in the form of

P E;Pð Þ¼ 1

1�erf �l=
ffiffiffi
2
p

r
� � erf

EPffiffiffi
2
p

r PEcþEPcð Þ
� lffiffiffi

2
p

r

 !"

�erf
�lffiffiffi

2
p

r

� �#
; ð19Þ

FIG. 17. Comparison of the ignition

threshold characterizations using (a)

the Walker-Wasley relation ðPns ¼ C Þ
and (b) the equivalent James relation.

The ignition data of LX-17 and TATB

is from Ref. 60.

FIG. 18. Modified James relation with J¼ 0.75, 1.0, and 1.25 for the mate-

rial with davg¼ 220 lm.
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where erfð�Þ is the Gauss error function. Under the condi-

tions of the current paper Uð0Þ 
 2� 10�5, therefore, for the

range of 0 � J � 1; the difference between UðJÞ and PðJÞ
is on the order of 2� 10�5, which is negligible. As a result,

with J ¼ l ¼ 1 representing an ignition probability of 50%,

Eq. (19) simplifies to

P E;Pð Þ ¼ 1

2
þ 1

2
erf

1ffiffiffi
2
p

r

EP
PEc þ EPc

� 1

� �� �
: (20)

In the above relations, the standard deviation r, mean l; cut-

off energy fluence Ec, and cutoff power flux Pc are material

constants whose values are determined by experiments or

computations reported here (see Tables V and VI). Once

these parameters are determined for a material, the probabil-

ity of ignition P under any loading condition as measured by

E and P can be calculated directly from Eq. (19) or (20).

The probability P as a function of E and P can also be repre-

sented as a function of the pulse duration s and either power

flux P or input energy E. In Section III B, we have shown

that the ignition threshold between input energy E and power

flux P in the E - P space can be represented in the P - s
space (see Figs. 15 and 16). Similarly, the ignition probabil-

ity P in Eq. (20) can be recast in the P - s space and in the

E - s space as, respectively,

P P; sð Þ ¼ 1

2
þ 1

2
erf

1ffiffiffi
2
p

r

P=Pc

1þ sc=s
� 1

� �� �
(21)

and

P E; sð Þ ¼ 1

2
þ 1

2
erf

1ffiffiffi
2
p

r

E=Ec

1þ s=sc
� 1

� �� �
; (22)

where sc ¼ Ec=Pc is a material-dependent time-scale con-

stant. The values of sc from experiments and computations

are listed in Table VII. Note that although sc can be used as

a reference time, it is not a measure related to the pulse dura-

tion required for ignition in any sense. For high-intensity

loading, the pulse duration required for ignition s can be

smaller than sc. Likewise, for low-intensity loading, s can be

larger than sc.

The J-probability distribution for Class 3 samples from

the experiments has a wider spread than that for the Class 5

samples, as shown in Fig. 19(a). This trend is consistent with

what is reported by Schwarz3,62 who found that samples with

lower specific interface areas (SIA) demonstrate a wider spread

of ignition probability. The computational predictions for the

three average grain sizes ðdavg ¼ 70; 130 and 220 lmÞ in Fig.

19(b) have similar J-probability distributions. The difference

between the experimental and computational results may be

attributed to the following factors. First, the grain size distribu-

tion of the experimental Class 5 samples is much wider than

that of the Class 3 samples (see Table I in Ref. 56). On the

other hand, the grain size distributions of the computational

microstructures have the same spread (see Fig. 2). Second, the

experimental samples have a much larger average grain size

difference while the differences between the average grain

sizes of the computational microstructure sets are much

smaller. The difference between Class 3 and Class 5 is 53

times, whereas the differences among the computational sets

are at most 3 times. The similarity in the distributions of igni-

tion probability among the three computational sets does not

mean that the average grain size does not significantly affect

ignition. On the contrary, the average grain size significantly

affects the ignition thresholds for all ignition probability levels

(as seen in Section III B). For example, the thresholds for

J ¼ 1 (or 50% ignition probability) for the different grain sizes

FIG. 19. Relationship between J and

the ignition probability from (a) exper-

imental results of Class 3 and Class 5

HMX and (b) computational results of

grains sizes of davg¼ 70, 130, and

220 lm.

TABLE VI. Mean value and standard deviation for the ignition probability

distributions for materials with different grain sizes from experiments and

computations.

davg (lm) l r

Experiments 358 (Class 3) 1.0 0.143

6.7 (Class 5) 1.0 0.048

Computations 220 1.0 0.18

130 1.0 0.19

70 1.0 0.24

TABLE VII. Time scale parameter sc obtained from experiments and

computations.

davg (lm) sc (ns)

Experiments 358 (Class 3) 55.8

6.7 (Class 5) 13.6

Computations 220 257

130 177

70 198
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are significantly different, as shown in Fig. 15 and by the

parameters Ec and Pc in Table V.

The distributions of ignition probability from the experi-

ments have standard deviations of r¼ 0.048–0.14, and the

calculated distributions have standard deviations of r¼ 0.18

–0.24. As mentioned earlier, samples with larger specific

interface areas (SIAs) result in narrower distributions of

ignition probability. The experimental samples have much

larger SIAs than the computational samples. Specifically, the

SIAs of the computationally generated microstructures are

0.03–0.09 m2/g 6 0.0014 m2/g, one order of magnitude

smaller than the SIAs of the samples used in the experi-

ments ð0:866� 1:62 m2=gÞ.23 One reason for this difference

is that the computational samples do not explicitly resolve

very small voids and defects inside the grains as well as the

surface roughness of the grains. For example, the same order

of magnitude of SIA with minimal roughness on surfaces of

Al particles is attainable for average particle sizes of a few

hundred nanometers (see Table I and the SEM images of

Yarrington et al.63). It is possible to explicitly consider these

features in the model in the future, but such an analysis is

beyond the scope of the current work, which focuses on a

new method for predicting ignition thresholds. The differ-

ences in experimentally measured and theoretically calcu-

lated SIA are discussed by S�anchez et al.,64 who compared

the measured SIA values and theoretically obtained SIA

values based on the particle size distributions. They reported

that measured SIA values are an order of magnitude higher

than theoretical SIA values due to particle morphology

(roughness) and internal micro porosity.

Overall, the similarity in the distribution curves in

Fig. 19 shows that (1) J serves as an effective normalizing

parameter for the examination of the probability of ignition

distribution around a given reference probability level

(which is taken as J¼ 1 or 50% of ignition probability here)

for samples with different microstructural attributes, and (2)

the ignition probability spread or the distribution around a

given reference probability level depends on the microstruc-

ture heterogeneity fluctuations in the samples of a given sam-

ple set—or, simply put, how “similar to” or “different from”

each other the multiple samples in a set are statistically.

Specifically, the material-dependent 50% ignition threshold

can be analyzed in the E – P space as seen in Fig. 15, and

the ignition probability around this 50% threshold can be

analyzed through the relation between J and the probability

P given in Fig. 19. By combining these two relations, we can

obtain the material-dependent ignition probability map as

shown in Fig. 20. This process is equivalent to obtaining Eq.

(20) by combining Eqs. (16) and (18). As Fig. 20 shows, the

ignition probability level in the E – P space is highly depen-

dent on microstructure.

D. Macroscopic and microscopic ignition risk factors

While J allows overall, macroscopic, material level igni-

tion risk to be quantified, it is also possible and desirable to

assess the ignition risk at the microscopic, individual sample

level by studying its unique hotspot evolution. In the end, a

relationship between the ignition of individual samples and

the ignition risk of a material can emerge from such an anal-

ysis. To this end, we focus on the state of individual hotspots

in a sample and introduce a quantitative measure to assess

the risk for ignition of each individual hotspot, with the

understanding that the most dominant hotspots with the high-

est risk factors determine the ignition risk of a sample. The

specific risk factor we define here is the R-value, or “risk”

value for an individual hotspot. It can also be referred to as

the hotspot ignition risk determinant (HIRD) and depends on

the proximity of a hotspot’s size-temperature state to the crit-

icality condition embodied in Eq. (12). R is a measure for the

proximity of a hotspot to the ignition threshold defined as

FIG. 20. gnition probability distribution

maps, ((a) and (b)) obtained from

experiments for (a) Class 3 and (b) Class

5 pressed HMX, and ((c)–(e)) predicted

from simulations for samples with (c)

davg¼ 220 lm, (d) davg¼ 130lm, and

(e) davg¼ 70lm. The vertical axes of all

figures have the same scale and unit as

shown in the left most plot in the top

and bottom rows.
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R ¼ T � Tið Þ
Tc � Tið Þ ; (23)

where T is the temperature of a hotspot of diameter d, Tc is

the critical threshold temperature for ignition for a hotspot of

diameter d, and Ti is an initial reference temperature (chosen

here as 300 K). Since the temperature and size combination

of a hotspot depend on the area we choose to analyze

(smaller cores of a hotspot have higher temperatures), the

hotspot core size and R-value are calculated for different

temperature levels (see Fig. 21—“Step 1”). The maximum

value of R for each hotspot is taken as the R-value for that

particular hotspot (Fig. 21—“Step 2”). This definition of R is

a direct measure of how close a hotspot is to the ignition

threshold. If R¼ 0, the hotspot is at the initial temperature

(T ¼ Ti) of the material at the beginning of loading. If R¼ 1,

the hotspot is deemed critical (T ¼ Tc) or has reached criti-

cality (as defined in Sec. II D). Subcritical hotspots have

0<R< 1. The R value of a hotspot is the maximum value of

R calculated using different cutoff temperatures in the analy-

sis of the size-temperature state of that hotspot. The R-value

allows hotspots to be grouped and analyzed via an R-curve,

based on a histogram of all the R values for a sample. Figure

21 illustrates the number and states of critical and subcritical

hotspots in a sample (see “Step 3”). It is important to note

that R > 1 indicates hotspot states that are above the ignition

threshold. Since the focus of the analysis here is only on the

attainment of the threshold, such values are rounded down to

1 in the analysis carried out here. This treatment simply

means that R� 1 indicates ignition, and since the ignition

threshold is the sole concern here, no post ignition analysis

is carried out.

Characterizing each sample with an R-curve makes it

possible to compare the relative states of multiple samples in

a holistic manner, accounting for the influence of all domi-

nant hotspots. Figure 22 shows the average R-curves for the

samples with the average grain sizes of davg ¼ 70; 130; and

220 lm under identical loading conditions (Up¼ 900 m/s

and s¼ 35 ns). Each R-curve shows the average hotspot

count of the five statistically similar samples in the set. The

error bars show the extent of variations among the five sam-

ples. When compared to the experimental results for varying

grain sizes, these R-curves demonstrate the correlation of

hotspot quantity to overall sample sensitivity, which has

been demonstrated to be related to the average grain size in

Sec. III B. Samples with increased sensitivity to ignition are

found to have a higher number of subcritical hotspots. In

other words, for any given R value, the samples with lower

average grain sizes have, on average, greater than or equal to

the number of hotspots as samples with larger average grain

sizes.

As a practical matter in the analysis reported here, in

order to obtain a single R-value for each loading condition

and sample, the average of the top two R-values in the sam-

ple is used. Two hotspots in the RVE correspond to a hotspot

density of 0:22 mm�2. Ten R-values are used for each

FIG. 21. Evaluation of R-value from a

single hotspot and the R-curve from a

temperature field.
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loading condition: five samples and the highest two R-values

per sample. Since Ti ¼ 300 K; R¼ 0 corresponds to J¼ 0.

This makes intuitive sense because the only way for J to

remain zero is if the sample has not been subjected to load-

ing and no temperature increase is observed.

The R-value and R-curve focus on the local conditions

of individual hotspots in a particular sample. Both the R-

value and the J-value (discussed in Section III C) measure

the likelihood of ignition. Note that for a given J value, some

samples in a material set have ignited (with R� J), while

other samples have not ignited (with R< J). For example,

for J¼ 1 or an ignition probability of 0.5, 50% of all samples

in a material set have reached criticality by definition (with

R� 1) and 50% of the samples have not reached criticality

(with R< 1). Therefore, R is inherently related to J with

some statistical deviation due to microstructure stochasticity,

reflecting the fact that J measures the aggregate statistical

behavior of a material sample set and R measures the behav-

ior of individual samples in the set. A practical difference

between R and J is that R can be calculated from the out-

come of a single simulation after analyzing the hotspot map

of the sample, while J requires analyzing the results from

multiple samples (experimentally or computationally). R can

be used to predict and relate to the ignition probability of a

material under given loading conditions. While J quantifies

the result of this analysis and does not have the predictive

power or usage—its ability to “tell” or measure the ignition

probability of a material only exists after the outcomes of a

set of experiments or simulations have been analyzed and

tabulated. Figure 23 shows the correlation between R and J
and the 95% probability envelop for the three grain sizes.

The standard deviation of the data points about J¼R in Fig.

23 is r¼ 0.17, 0.12, and 0.14 for the three cases, respec-

tively. By studying the relationship between J and R, the

inherent connection between loading conditions and hotspot

development may be further understood. Since there is a

strong correlation between R and J, it is possible to calculate

the probability of ignition from a smaller number of samples

without having to run a large number of tests or calculations

to determine where the ignition threshold for J¼ 1 lies.

IV. CONCLUSION

The ignition thresholds of energetic materials have so

far been exclusively determined through experiments. In this

paper, we present a computational approach for predicating

the James-type ignition thresholds via multiphysics simula-

tions. The prediction does not involve calibration or curve

fitting with respect to the predicted behavior (ignition thresh-

old) nor does it require prior information about the predicted

behavior. Rather, the prediction is based on material micro-

structural attributes and fundamental constituent as well as

interfacial properties. The ignition thresholds are determined

via an explicit analysis of the size and temperature states of

hotspots in the materials and a hotspot based ignition crite-

rion. The simulations consider the configuration and condi-

tions of actual experiments. Specifically, the simulations

account for the controlled loading of thin-flyer shock experi-

ments with flyer velocities between 1.5 and 4.0 km/s on

pressed granular HMX explosives with average grain sizes

between 70 lm and 220 lm. The choice reflects the interest

in comparing the computational predictions with experimen-

tal results. James-type relations between the energy flux and

energy fluence for different probabilities of ignition are pre-

dicted. To this end, statistically similar microstructure sam-

ple sets are computationally generated based on the features

of micrographs of materials used in actual experiments.

The results show that the grain size significantly affects

the ignition sensitivity of the materials at higher energy

fluxes, with smaller sizes leading to lower energy thresholds

required for ignition. Specifically, the 50% ignition threshold

of the material with an average grain size of 220 lm is

approximately 1.4–1.6 times that of the material with an

average grain size of 70 lm in terms of energy fluence. The

FIG. 22. Comparison of R-curves between sample sets with average grain

sizes of davg¼ 70, 130, and 220 lm. The error bars indicate degree of varia-

tions among multiple samples in each material set.

FIG. 23. Correlation between J and R
for average grain sizes of davg¼ 70,

130, and 220 lm.
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predicted thresholds are in general agreement with measure-

ments from shock experiments in terms of trends. The statis-

tical analysis on the ignition threshold leads to a probability-

ignition map with respect to loading intensity and energy

input. Once the material dependent parameters are deter-

mined, the probability of ignition under any loading condi-

tion can be calculated. This approach for the probability of

ignition leads to the definition of a macroscopic ignition

parameter J based on the loading conditions of the sample. A

microscopic ignition risk parameter R is proposed based on

the evolution of individual hotspots within the sample. The

ignition risk parameter R represents the likelihood of ignition

of individual hotspots at the microstructural-level, whereas

the ignition parameter J concerns the loading intensities and

energy input at the macroscopic level. The relationship

between the two parameters is obtained. Specifically, it is

found that R and J are strongly correlated (J¼R) with some

statistical deviations, reflecting the fact that J measures the

aggregate statistical behavior of a material sample set and R
measures the behavior of individual samples in the set.

This study has focused on pressed HMX only. However,

the approach, relations, and capabilities developed here are

useful for the analysis and design of heterogeneous energetic

materials such as polymer-bonded explosives (PBX) and

granular explosives in general. In particular, our next devel-

opment is to apply this capability to PBX. Additionally, fur-

ther development involves the application of microscopic

ignition risk parameter R. It currently requires a significant

number of runs to quantify J but only one to determine R for

a single sample. Since the two parameters J and R are

strongly correlated, the number of samples required to obtain

the James type ignition threshold may be greatly reduced by

analyzing the relationship between the R and J values. It

must be pointed out that so far micropores have not been

explicitly modelled, although their effects are to a degree

indirectly implied via the weakening and variations of bulk

material properties. The consideration of porosity is also a

topic of interest for a future publication.
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APPENDIX: DERIVATION OF EQUIVALENT JAMES
RELATION

Walker and Wasley61 introduced a shock initiation

threshold based on the critical energy input of

Ecr ¼
mf lyV2

f ly

2
; (A1)

where mfly and Vfly are the mass and velocity of the flyer,

respectively. For simplicity, assuming the impedance of the

flyer is the same as the impedance of the sample, they used

the following substitutions of variables:

mf ly ¼ Awqf ly; s ¼ 2w

cf ly
;

Vf ly ¼ 2Up ; and Up ¼
P

qf lycf ly

9>>=
>>; (A2)

where A is the area, w is the thickness, qf ly is the density of

the flyer, and cf ly is the speed of the stress wave in the flyer.

The pressure in the sample and flyer is denoted by P.

Plugging the variables in Eq. (A2) into Eq. (A1) yields

P2s ¼ l
Ecr

A
¼ const:; (A3)

where l is the impedance of the flyer (l ¼ qf lycf ly) which is

assumed to be a constant. James2 converted the P –s relation

to the R – s relation in the form of

R ¼ 1

2
U2

p ¼
Ec

2ls
; (A4)

where Ec is critical energy fluence (Ec ¼ Ecr=A) and R is

specific kinetic energy (R ¼ 0:5 U2
p). To achieve a better rep-

resentation of experimental data at low flyer velocities,

James added an additional asymptotic line, denoted by Rc,

which gives

R ¼ Ec

2ls
þ Rc : (A5)

Since E ¼ P Up s, Eq. (A5) can be represented as

1 ¼ Ec

E
þ Rc

R
: (A6)

Welle et al.23 replaced the specific kinetic energy

(R ¼ 0:5 U2
p) by the power flux (P ¼ P Up) to give

1 ¼ Ec

E
þPc

P
: (A7)

Since the power flux (P ¼ P Up) is the rate of energy

imparted to the material (P ¼ dE=dt), we can eliminate the

energy fluence and recast Eq. (A7) in the P - s space as

P ¼ Pc � 1þ Ec=Pc

s

� �
: (A8)
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